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bibliometric methods. To identify such journals, SNIP - Source Normalized Impact per Paper
indicator is used, based on the data from Scopus database.

SNIP (Source Normalized Impact per Paper) measures a source’s contextual citation impact
by weighting citations based on the total number of citations in a subject field. It helps you
make a direct comparison of sources in different subject fields.

SNIP takes into account characteristics of the source’s subject field, which is the set of
documents citing that source. SNIP especially considers: the frequency at which authors cite
other papers in their reference lists; the speed at which citation impact matures; the extent to
which the database used in the assessment covers the field’s literature.

SNIP is the ratio of a source’s average citation count per paper and the citation potential of
its subject field.

The citation potential of a source’s subject field is the average number of references per
document citing that source. It represents the likelihood of being cited for documents in a
particular field. A source in a field with a high citation potential tends to have a high impact
per paper.

Citation potential is important because it accounts for the fact that typical citation counts
vary widely between research disciplines. For example, they tend to be higher in life sciences
than in mathematics or social sciences. If papers in one subject field contain an average of 40
cited references while those in another contain an average of 10, then the former field has a
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Citation potential also varies between subject fields within a discipline. For instance, basic
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Elsevier: How do you feel about being nominated for Scopus Awards 2015?
Editor-in-Chief Ioan Dzitac: The whole team is honored by the nomination which we

believe is an acknowledgement of all the hard work that stands behind the publishing of Inter-
national Journal of Computers Communication & Control (IJCCC). We would like to thank our
authors, reviewers and the entire team for all their dedication, originality and hard work.

Elsevier: What gap do you think your journal fills in your respective field of research?
Editor-in-Chief Ioan Dzitac: IJCCC has been focused from the very beginning on pro-

moting research that integrates the "3Cs" - Computing, Communication and Control as to N.
Wiener’s theory in order to try and differentiate ourselves from the other journals indexed in the
same category by Scopus.

Elsevier: If you could pick 5 articles of great importance for your field of research that have
been published in your journal which would those be and why?

Editor-in-Chief Ioan Dzitac: I have decided to choose 5 of the most cited articles accord-
ing to international databases such as Scopus and SCI Expanded:
(1) Spiking neural P systems with anti-spikes, by L. Pan, G. Paun, 2009.
(2) Tissue P systems with cell division, by G. Paun,M.J. Pérez-Jiménez, A. Riscos-Núnez, 2008.
(3) Computing Nash equilibria by means of evolutionary computation, by R.I. Lung, D. Du-
mitrescu, 2008.
(4) Lorenz system stabilization using fuzzy controllers, by R.E. Precup, M.L. Tomescu, S. Preitl,
2007.
(5) Neuro-fuzzy based approach for inverse kinematics solution of industrial robot manipulators,
by S. Alavandar, M.J. Nigam, 2008.

Elsevier: For you, as Editor-in-chief, what is the most important development objective for
2016?

Editor-in-Chief Ioan Dzitac: Reinforcing the intellectual current we have created through
publishing high quality articles that bring new ideas and multidisciplinary approaches.

Elsevier: Why did you choose to publish your journal Open Access?
Editor-in-Chief Ioan Dzitac: We have never followed financial gain as our main goal has

been to publish high quality articles with a real effect on the evolution of society.
Elsevier: What do you think makes your journal stand out?
Editor-in-Chief Ioan Dzitac: First of all it stands out through the approach of the subject

by integrating the 3Cs. On top of this I would add the geographical distribution of the authors
that come from over 45 countries and are affiliated to more than 150 universities. The prestige
of the editorial board that included researchers from 14 countries.

The editorial team is another strong point as it includes researchers affiliated to high ranked
universities from top 100 QS (1. Massachusetts Institute of Technology (MIT), 17. Cornell
University, 24. McGill University, 25. Tsinghua University, 26. University of California Berkeley,
Berkeley (UCB), 56. Tokyo Institute of Technology, 70. Shanghai Jiao Tong University, 80.
University of Sheffield, 89. Purdue University, 96. University of Alberta).

Finally I would like to point out our association with the International Conference on Com-
puters Communications and Control.
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pleted research, not currently under review by another conference or journal, addressing state-
of-the-art research and development in all areas related to computer networking and control.

In particular the following topics are expected to be addressed by authors:
1) Integrated solutions in computer-based control and communications;
2) Network Optimization and Security;
3) Computational intelligence methods (with particular emphasis on fuzzy logic-based methods,
ANN, evolutionary computing, collective/swarm intelligence);
4) Data Mining and Intelligent Knowledge Management;
5) Advanced decision support systems (with particular emphasis on the usage of combined solvers
and/or web technologies);
6) Membrane Computing - Theory and Applications;
7) Stereovision Based Perception for Autonomous Mobile Systems and Advanced Driving Assis-
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Abstract: At present, network control systems employ a common approximation to
solve the connectivity issue due to time delays coupled with external factors . How-
ever, this approach tends to be complex in terms of time delays, and the inherent
local phase is missing. Therefore, it is necessary to study the behavior of the delays
as well as the integration of the differential equations of these bounded delays. The
related time delays need to be known a priori, but from a dynamic real-time perspec-
tive in order to understand the dynamic phase behavior. The objective of this paper
is to demonstrate the inclusion of the data frequency transmission and time delays
that are bounded as parameters of the dynamic response from a real-time schedul-
ing approximation, considering the local phase situation. The related control law is
designed considering a fuzzy logic approximation for nonlinear time delays coupling.
The main advantage is the integration of this behavior through extended state space
representation. This keeps certain linear and bounded behavior leading to a stable
situation during an events presentation, based on an accurate data transmission rate.
An expected result is that the basics of the local phase missing as a result of the local
bounded time delays from the lack of tide synchronization conforms to the modeling
approximation.
Keywords: Fuzzy networks control (FNC), frequency control, local phase challenge.

1 Introduction

Real-time restrictions are the primary cause of time delays when general conditions tend to
be periodic and repeatable . The control design and stability analysis of network-based control
systems (NCSs) have been studied in recent years, and approaches such as the codesign strategy
have been developed [2]. The main advantages of these types of systems are their low cost, small
wiring volume, distributed processing, simple installation, ease of maintenance, and reliability.

Copyright © 2006-2016 by CCC Publications - Agora University
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A key issue in an NCS is the effect of network-induced delay on the system performance.
The delay can be constant, time-varying, or even random depending on the scheduler, network
type, architecture, or operating systems. [16] analyzed several important facets of NCSs and
introduced models for their delays, including first a fixed delay, then an independently random
delay, and finally a Markov process. This work introduced optimal stochastic control theorems for
NCSs based upon independently random and Markovian delay models. [20], introduced static and
dynamic scheduling policies for the transmission of sensor data over a continuous time linear time-
invariant (LTI) system. They introduced the notion of the maximum allowable transfer interval
(MATI), which is the longest time after which a sensor should transmit a data. The MATI
determines that the Lyapunov function of the system under consideration is strictly decreasing
at all times. [22], extended the work of Walsh et al. by developing a theorem that ensures
the decrease of a Lyapunov function for a discrete-time LTI system at each sampling instant,
using two different bounds. This used a number of different linear matrix inequality (LMI) tools
for analyzing and designing optimally switched NCSs. The MATI is an important concept for
bounded time delays and the maximum local dephasing problem.

Alternatively, [23] considered both the network induced delay and the time delay in a plant,
and proposed a controller design method using the delay-dependent approach. An appropriate
Lyapunov functional candidate was used to obtain a memoryless feedback controller that was
derived by solving a set of LMIs. [21] modeled the network-induced delays of the NCSs as
interval variables governed by a Markov chain. Using the upper and lower bounds of the delays,
a discrete-time Markovian jump system with norm-bounded uncertainties was presented to model
the NCSs. Based on this model, the H∞ state feedback controller was constructed via a set of
LMIs. [7] introduced a model transformation for the delay-dependent stability of systems with
time-varying delays in terms of LMIs. Their model also refined results from delay-dependent
H∞ control and extended them to the case of time-varying delays. Based upon this review, the
present paper defines a model that integrates time delays into a fuzzy control for NCSs [18, 22]
taking into consideration the local phase margin induced by the computer network as a result of
online reconfiguration.

Since NCS is modified according to time delays, reconfiguration is a transition that modifies
the structure of a system so it changes its representation of states. The objective of this paper is
to show how the control of frequency transmission has a bounded impact over a network control
system.

In general there are two types of tasks in a NCS. The first is a periodic task that is time-
triggered. In this type, tasks have a transmission time ci, a constant period of execution pi,
and a deadline di. Thus, the sum of the transmission times of n nodes’ tasks, divided into their
periods pi for a fixed priority scheduler [15].

The network scheduler is a high priority in the design of a distributed system and it is also
critical in an NCS, since if there is no scheduling between nodes, data transmissions may oc-
cur simultaneously which lead to collisions or bandwidth violations. This behavior results in a
transmission with time delays, leading to failure in complying with deadlines, data loss, and an
obvious decrease in system performance due to local phase misleading. A good scheduling control
algorithm minimizes the decrease in system performance [4]; nevertheless, there are no global
schedulers that guarantee optimal system performance [15]. Some strategies include methods
in which nodes generate proper control actions in order to optimally utilize bandwidth [11, 12].
In the digital control case, the performance only depends on the sampling frequency without
uncertainties. For networked control, the minimum transmission frequency fm is necessary to
guarantee suitable system performance. As the transmission frequency increases the system
performance improves; however, the load on the network also increases until a maximum trans-
mission frequency fM is reached, then the system performance decreases because the network is
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overloaded. It is very important to modify the transmission frequency to obtain better system
performance within a bounded region that is particularly defined for the current system needs.

In control systems, several modeling strategies for managing time delay within control laws
have been studied by different research groups. [16] proposed the use of a time delay scheme
integrated to a reconfigurable control strategy, based on a stochastic methodology. [9] described
how time delays are used as uncertainties, which modify pole placement of a robust control
law. [8] presented an interesting case of fault tolerant control approach related to time delay
coupling. [3] studied reconfigurable control from the point of view of structural modification,
establishing a logical relation between dynamic variables and the respective faults. Finally, [19]
and [2] considered that reconfigurable control strategies perform a combined modification of
system structure and dynamic response; thus, this approach has the advantage of bounded
modifications over system response.

The present paper proposes a mixed strategy using bounded variable time delays and fre-
quency transmission as the data communication rate. The novelty of this approximation is that
it guarantees schedulability as well as stability in the presence of bounded time delays, consid-
ering an accurate data transmission rate through the network. This is feasible since the time
delays are bounded according to scheduler response.

2 Frequency control

As presented in [17], a fuzzy approach to network control systems allows a real representation
of bounded time delays and control design. Specifically, this can be used when time delays are
the result of the controlling frequency transmission, as presented previously. Several potential
scenarios are presented that follow this time delay behavior. In fact, the number of scenarios
is finite since the combinatorial formation is bounded. Therefore, any strategy for designing a
control law needs to take into account the gain scheduling approximation.

Therefore, an alternative strategy is the use of control for periodic messages, namely the
control of frequency transmissions as presented by [6]. The change in frequency transmission of
each node through time is represented using the relations of frequencies for a particular node and
among all nodes. This means that the frequency transmission rate of each node is influenced by
changes in the transmission rate of the other nodes.

Upper and lower bounding are necessary since the data transmission frequency of the network
can be high. Due to uncertainties during sensing, the system may become unstable; similarly, the
low data frequency transmission may result in undersampling which goes to control performance
weakness. Having defined this dynamic bounding strategy, it becomes interesting to examine the
effects of known time delays over a well-defined network control approximation.

3 Modified Frequency Transmission for NCS’s

The following section presents an illustrative experiment considering a twin rotor case study as
well as a magnetic levitation system (Fig. 1, 2) These cases include the local dynamics necessary
for a complete networked control system where a global computer network is implemented.

3.1 Twin Rotor and Magnetic Levitation System Equations

The free-body diagram of the twin Rotor is illustrated in Figure 1 and from this the next
nonlinear equations of motion are obtained using the Euler-Lagrange formula [24]:
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Figure 1: Twin Rotor.

θ̈ =
1

(Jeqp +mhelil2cm)
(KppVmp +KpyVmy−

mhelil
2
cm(sin(θ)cos(θ))ψ̇2 − cos(θ)mheliglcm −Bqpθ̇)

ψ̈ =
1

(Jeqy +mhelil2cmcos(θ)
2)
(KypVmp +KyyVmy+

2mhelil
2
cmcos(θ)sin(ψ)θ̇ψ̇ −Bqyψ̇)

(1)

where:
Jeqp Total moment of inertia about pitch axis
Jeqy Total moment of inertia abut yaw axis
Kpp Thrust force constant acting on pitch axis from pitch motor/propeller
Kyy Thrust force constant acting on yaw axis from yaw motor/propeller
Kpy Thrust force constant acting on pitch axis from yaw motor/propeller
Kyp Thrust force constant acting on yaw axis from pitch motor/propeller
Bqp Equivalent viscous damping about pitch axis
Bqy Equivalent viscous damping about yaw axis
lcm Center of mass length along helicopter body from pitch axis
mheli Total moving mass of helicopter
g Gravitational constant

Table 1 shows the values of this parameters.
In the case of magnetic levitation system model [25] specifications are derived from the

mechanical and electric system representation as illustrated in Figure 2.
The nonlinear equations for the Magnetic Levitation System are:

ẋ1 = x2

ẋ2 =
−Kmx

2
3

2Mb(x1)2
+ g

ẋ3 =
1

Lc
(−Rx3 + u)

where R = Rc +Rs and u = Vc input voltage and
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Table 1: System Specifications
Symbol Value Unit

Jeqp 0.0348 kg ·m2

Jeqy 0.0432 kg ·m2

Kpp 0.204 N ·m/V

Kyy 0.072 N ·m/V
Kpy 0.0068 N ·m/V
Kyp 0.0219 N ·m/V
Bqp 0.800 N/V

Bqy 0.318 N/V

mheli 1.3872 kg

lheli 0.186 m

Figure 2: Magnetic Levitation System

Table 2: System parameters

Symbol Value Unit

Lc 0.4125 H

Rc 10 Ω

Rs 1 Ω

km 6.5308e−5 Nm2/Amp2

Mb 0.068 kg

g 9.81 m/s2

Rc electromagnet resistance
Rs resistor in series wiht the coil
Km constant of electromagnet force
Mb mass of the ball
g gravitacional constant
Lc coil inductance

The values of the parameters are provided in Table 2
These systems are distributed and communicated through an Ethernet network to implement
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a complete networked control system, as depicted in Figure 3.

Figure 3: NCSs

In this work, we define three rules of fuzzy model to approximate the twin rotor nonlinear
system, as follows:

Rule 1 :

IF x1 is about 0◦,

THEN ẋ = A1x+B1

Rule 2 :

IF x1 is about 40◦,

THEN ẋ = A2x+B2

Rule 3 :

IF x1 is about −40◦,

THEN ẋ = A3x+B3

where x1 is the pitch angle and
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A1 =











0 0 1 0

0 0 0 1

0 0 −9.2593 0

0 0 0 −3.4868











B1 =











0 0

0 0

2.3611 0.0787

0.2401 0.7895











A2 =











0 0 1 0

0 0 0 1

18.8362 0 −9.2768 0

2.5148 0 0 −4.4618











B2 =











0 0

0 0

2.3667 0.0789

0.3073 1.0102











A3 =











0 0 1 0

0 0 0 1

−18.8362 0 −9.2768 0

−2.5148 0 0 −4.4618











B3 =











0 0

0 0

2.3667 0.0789

0.3073 1.0102











Figure 4 shows the membership function for the rules of the helicopter fuzzy model.

Figure 4: Membership Functions of Helicopter Model

Here, two fuzzy rules are defined to approximate the magnetic levitation system by means of
two linear models, as follows:

Rule 1 :
IF x1 is about 0.006m,
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THEN ẋ = A1x+B1

Rule 2 :

IF x1 is about 0.014m,

THEN ẋ = A2x+B2

where x1 is the ball position in meters and

A1 =







0 1 0

4097.8 0 −25.6

0 0 −26.7







A2 =







0 1 0

1509.2 0 −14.2

0 0 −26.7







B1 = B2 =







0

0

2.4242







The membership functions for this case are shown in Figure 5

Figure 5: Membership Functions of Levitator Model

The fuzzy controller for each system is design by PDC as follows:

Control Rule i:
IF zi(t) is Mi1 and zn(t) is Min

THEN u = −Kix

The feedback gain matrix Ki was obtained by means of the linear-quadratic regulator (LQR)
of each linear system. The stability analysis of the fuzzy control system should be performed
employing a numerical mathematical program, for example, using Matlab’s linear matrix in-
equalities toolbox to check feasibility.
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K1 =
[

18.9369 1.9770 7.4917 1.5258 7.0292 0.7685

−2.2192 19.4463 −0.4496 11.8949 −0.7685 7.0292

]

K2 =
[

28.5899 2.0444 7.8331 1.6059 7.0264 0.7933

−2.3969 19.3161 −0.5528 11.5476 −0.7933 7.0264

]

K3 =
[

51.0473 6.1419 28.4307 4.7239 22.2386 2.3333

−6.3519 59.4161 −2.4313 41.5536 −2.3333 22.2386

]

Following the same procedure for the fuzzy helicopter controller to find the matrix gains, we
obtain the following matrix:

K1 =
[

−11971 −187 53 7
]

K2 =
[

−5739 −147.7 32.1 10
]

Now, in terms of frequency transitions, the dynamics representation is given as follows:

ẋ =

















0.1250 0.1300 0.1350 0.1400 0

0.1060 0.1111 0.1160 0.1210 0

0.0900 0.0950 0.1000 0.1050 0

0.0135 0.0185 0.0235 0.0286 0

0.001 0.001 0.001 0.001 1

















x

+

















40 0 0 0 0

0 45 0 0 0

0 0 50 0 0

0 0 0 175 0

0 0 0 0 1

















u

y =

















1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

















x

Where
x1 = is the frequency transmission in node 1
x2 = is the frequency transmission in node 2
...
xn = is the frequency transmission in node n
xc = is the network utilization

and
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u1 = is the frequency input 1 of system
u2 = is the frequency input 2 of system
...
un = is the frequency input n of system
uc = is the frequency input c of system

We design a control for the trajectory tracking, which is the desired frequency transmission
by means of the LQR algorithm, so that the gain matrix obtained is:

K =















3.5521 0.0027 0.0023 0.0007 0.0003

0.0030 3.5101 0.0021 0.0006 0.0003

0.0029 0.0024 3.4763 0.0005 0.0003

0.0029 0.0022 0.0017 3.2792 0.0002

0.0000 0.0000 0.0000 0.0000 5.7417















and the integral gain matrix is

KI =















−48.3570 0.0085 0.0150 0.0518

−0.0085 −48.3184 0.0064 0.0389

−0.0150 −0.0064 −48.2873 0.0297

−0.0398 −0.0299 −0.0228 −62.5185

0.0048 0.0048 0.0048 0.0050















The nominal values and schedulability regions were found using Truetime [5] and are shown
in Table 3. These take into account that the frequency system models 5 network nodes; but in
the experiment, only 4 nodes are employed because the last node corresponds to the use of the
network.

For the Stability proof it is necessary to take into account there are two transmission bound,
superior and lower bound and consider the schedulability restriction.

The schedulability restriction is given taking the maximum frequency value if keeps the re-
striction.

In the other hand for the lower transmission value it is necessary to prove that this values are
the maximum allowable delay bound which guaranty stability of the NCS. In [10] it is presented
a LMI formulation to find the maximum allowable delay bound.

If there exist P > 0, Qi > 0, Xi, Yi and Zi, i = 1, ..., N , such that
[

P11 FTL

LA −Γ

]

< 0,

[

Xi Yi

Y T
i Zi

]

> 0

where

P11 =

[

F11 PF1 −Y

FT
1 P −Y −D

]

,

F =
[

F F1 ... FN

]

,

F1 =
[

F1 ... FN

]

,

Y =
[

Y1 ... YN
]

,

L = τ
[

Z1 ... ZN

]

,
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Table 3: Nominal frequency, maximum, minimum and transmission time
Node ci (s) f inom (Hz) 0.9 f imin (Hz) f imax (Hz)

1 0.001 280 40 83

2 0.001 300 45 98

3 0.001 310 50 70

4 0.001 450 175 212

5 0.001 480 165 196

6 0.001 500 160 188

D = diag {Q1, ..., QN} ,

Γ = τ̄ diag {Z1, ..., ZN} ,

F11 = F TP + PF +
N
∑

i=1

{

Yi + Y T
i + τ̄Xi +Qi

}

the system is asymptotically stable for any time-delay τi satisfying 0 6 τi 6 τ̄i, i = 1, ..., N
Solving LMIs with MATLAB TOOLBOX for each subsystem of the Fuzzy representation the
next τi are found

τ1 = 0.0058, τ2 = 0.0071, and τ3 = 0.0067

Which in frequency terms are 172.42, 140.85 and 149.25 Hz respectively being consistent
with the values previously found.

Now in the twin rotor case the values are:
τ1 = 0.050, τ2 = 0.067, and τ3 = 0.050

In frequency terms are 20, 15 and 20 Hz respectively which approach to the values previously
found in Table 3.

4 Frequency Control Design

To implement this experiment, 7 nodes employed to obtain a complete distributed NCS
configuration as follows: 3 nodes to the twin rotor system (sensor, actuator, and controller), 3 to
the magnetic levitation system (sensor, actuator, and controller), and 1 more used for perform
frequency control. The latter node assigns the changes in the transmission frequency to sensors
and controller nodes of the systems.

The platform was built with 10 Mbps Ethernet as communication medium and Quarc adqui-
sition boards to accomplish data exchange between nodes. Quarc Matlab’s toolbox provides
an useful and straightforward way to stablish communication among several nodes which con-
tain embedded Simulink models (in this case Twin Rotor and Levitation distributed models) by
means its communication blocks.

The processes run at nominal frequency transmission values according to Table 3. The
controller frequency node, which contains the embedded Simulink frequency model, modifies
nominal to schedulability values by means LQR controller action, as seen in Figure 6. In this
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figure, the red and blue signals represent the helicopter’s sensor and controller transmission fre-
quency, respectively, and the green and brown signals depict the levitator’s sensor and controller
transmission frequency.

Figure 6: Frequency Transmission Transition

The results of these experiments are presented in Fig. 7 , in which the twin rotor presents a
suitable response even with frequency transitions. The red color signal is the desired pitch and
yaw angle, and the blue color signal is the obtained response.

Figure 7: Pitch and Yaw angle when frequencies are whitin the bounds

In the second experiment, the transmission frequencies are outside the lower bound of the
schedulability region for short time instants. It can be seen at t = 10 and t = 30 in Figure 8
where the frequencies leave the schedulability region for 5 s and then return within the region.

The magnetic levitation system response, in terms of the current value and ball position
during the frequency transmission change, is presented in Fig. 9. In this figure, the red color
signal is the desired current and ball position, and the blue color signal is the system response.

The next result is obtained (Figure 10) when the frequencies change at t = 25 and t = 40
leaving slightly the schedulability region for 3 s and 5 s respectively and then the frequencies
return within the region.
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Figure 8: Pitch and Yaw angle when frequencies by instants are not within the bounds

Figure 9: Current and ball position when frequencies are within the bounds

Figure 10: Current and ball position when frequencies by instants are not within the bounds
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5 Conclusion

Currently, time delays can be modeled using a bounded frequency transmission control ap-
proach; however, the resulting delays are time varying and stationary. Therefore, a related local
control law must be designed according to this characteristic, where time integration is the key
global issue to be considered. Global stability is reached by the use of the Takagi Sugeno fuzzy
control design, where nonlinear combination is followed by the current situation of the states.
These are partially delayed due to the communication behavior in terms of the phasing problem.
In this case, the bounded local stochastic variables are presented in terms of local phases.

The main contribution of this paper is the capability of determining the local time delays
that can be aggregated per event, since the frequency transmission control contributes to the
bound time response, resulting in a global problem of local synchronized elements. Therefore,
fuzzy control may be attractive to guarantee global stability, since any condition is bound to
be less than the sampling period of the worst-case scenario with no loss of generality. However,
local phase missing is still an open problem, since these are stochastically calculated and linked
to a tight synchronization situation.

The use of the dynamic scheduling approximation, as reviewed here, allows the system to
be predictable and bounded; therefore, time delays can be modeled in these terms. Moreover,
the resulting dynamic representation tackles the inherent switching situation per scenario. This
approximation has the main drawback that the context switch may be invoked every time that
a periodic task takes place, and it is possible to be executed. In this case, inherent time delays
to this action are taken into account to be processed as bounded known values and to modify
the related local stochastic phase. Thus, there is desynchronizing global behavior of the network.
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Abstract: This paper presents a newly developed fuzzy linear physical programming
(FLPP) model that allows the decision maker to introduce his/her preferences for
multiple criteria decision making in a fuzzy environment. The major contribution of
this research is to generalize the current models by accommodating an environment
that is conducive to fuzzy problem solving. An example is used to evaluate, compare
and discuss the results of the proposed model.
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1 Introduction

Many real life decisions are often complex and typically involve several parties with different
goals and objectives. Today, as also stated by Filip et al. [1], technological and organizational
improvements have led to more complex and complicated decision making environments. As a
result, current decision models are stretched to the limit to handle these changes as the data
availability, number of participants in the decision making process, size of markets and several
other factors grow. That is, decision making has become a cumbersome task requiring models
that are able to consider various multiple goals, constraints that are somewhat uncertain and
flexible in nature.

For instance, the success of supply chains heavily depends on the joint effort focusing on
the overall value creation as opposed to optimizing segregated objectives. Furthermore, some of
the supply chain outcomes, viz., responsiveness, sustainability, innovation, are less likely to be
expressed with crisp objective values [2]. In many cases desired business outcomes are fuzzy in
nature and contain a considerable degree of flexibility. The reason for this is twofold. First, the

Copyright © 2006-2016 by CCC Publications - Agora University
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outcome measures are difficult to calculate and quantify. In addition, the conflicting objectives
among different parties in the supply chain are likely to mandate varying levels of preference
levels even for an identical performance measure. Therefore, it is reasonable to model supply
chain performance measurement problems via fuzzy and multiple objective approaches which
are, in fact, more suitable for such problem environments.

With this motivation, this paper presents a decision support model which would accom-
modate the uncertainty involved in the problem environment caused by the flexibility in the
goals, information, perspective and/or different visions. The model, based on Linear Physical
Programming (LPP), is suitable for individualized decisions as well as decisions where multiple
participants are involved and has the ability to integrate and reflect varying preferences of the
decision maker.

Linear Physical Programming (LPP) is a preference based optimization method, which oper-
ates in the environment of multiple criteria and uses a utility function to represent the decision
maker’s (DM) preference levels. The key distinguishing feature of LPP is that the decision
maker is excluded from the process of choosing appropriate weights [3] which is one of the major
challenges when defining a utility function.

Furthermore, similar to other decision support systems [4], the fuzzy LPP formulation can
assist the decision maker in overcoming individual limitations and constraint by (i) handling the
computational complexity which would otherwise be practically prohibitive and by (ii) intro-
ducing vagueness that is naturally embedded in real life decisions or introduced due to multi-
participant nature of the decision environment.

Due to these advantages, physical programming has been the topic of various theoretical and
practical studies. The technique has been extensively used in various industrial and mechanical
engineering applications as well as in other disciplines.

This paper presents a newly developed fuzzy Linear Physical Programming (FLPP) model
to accommodate the vagueness of the problem environment while eliminating the need for preci-
sion in decision makers’ preference levels. The model presented significantly improves the basic
methodology and generalizes it to assist in overcoming the decision maker’s vagueness.

2 Literature Review

Related body of knowledge offers a large variety of models where the decision maker’s pref-
erence levels are integrated into an objective function. Most techniques require that the decision
maker construct an aggregate objective function using the weights determined as a result of an
exasperating trial and error process. In LPP, however, the decision maker specifies the ranges
of different degrees of desirability instead of defining the weights. LPP then uses these ranges
of desirability to formulate the aggregate objective function, thus eliminating the tedious weight
assignment process by providing decision makers with a flexible and more natural problem for-
mulation.

Maria et al. [5] proposed a production-planning model based on Linear Physical Programming
(LPP) that would utilize previous design knowledge when available.

Messac et al. [6] applied LPP to reconfigure a distribution network including various quan-
titative and qualitative factors such as costs of relocation/consolidation, inbound and outbound
transportation, relocation, customer delivery time, labor quality, labor-management relations
and tax incentives. The proposed model is then utilized to determine the demand allocations of
plants to warehouses and warehouses to customers.

Ondemir and Gupta [7] a applied Linear Physical Programming to a multi-criteria advanced
repair-to-order and disassembly-to-order (ARTODTO) system for sensor embedded products
with RFID tags. The proposed approach aimed at determining how to process EOL products
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to satisfy life expectancy based demand. Various types of demand are met by a combination
of disassembly, repair, and recycling operations. The model allowed third party procurement to
prohibit backorders.

A study that introduces heuristics into Physical Programming (PP) was proposed by Sanchis
et al. [8]. In this work, the authors replaced PP optimizer by a genetic algorithm to avoid
potential local minima issue in addition to simplifying the algorithm that constructs the PP
preference functions.

Relevant research combining disassembly sequencing and scheduling via Linear Physical Pro-
gramming have previously been conducted by Kongar and Gupta [9] and Lambert and Gupta [10].

Another multi-objective method that has been extensively used in problem environments
with high uncertainty is fuzzy programming. The method has been widely used due to its ability
to respond to the imprecision associated with the input data in multi-objective problems and
hence its ability to handle vagueness. In fuzzy programming each objective function value is
interpreted as a fuzzy number bounded by the best and worst values of the particular objective.
The corresponding fuzzy membership function value of the objective is the deviation from the
goal divided by that objective’s range, thus a value between 0 and 1. Fuzzy programming aims
at finding the solution that minimizes the largest fuzzy membership function. In addition to the
goals, other input parameters can be represented by fuzzy numbers and fuzzy arithmetic can be
used to combine fuzzy numbers based on fuzzy set theory first introduced by Zadeh [11].

One of the earlier studies in fuzzy was published by Narasimhan [12] who solved a goal
programming problem in a fuzzy environment. In order to illustrate the capability of the proposed
model, the author provided solutions for the typical goal programming model that aims at a single
optimum solution. A similar study has also been proposed by Hannan [13] demonstrating the
incorporation of fuzzy goals into typical goal programming formulation via numerical examples.
The study also provides a discussion on the advantages and shortcomings of fuzzy and standard
goal programming modeling.

Tian et al. [14,15] developed a fuzzy physical programming model for multidisciplinary design
optimization. In their study, the authors utilized fuzzy PP for the optimization modeling of
through passenger train plan and solved it via genetic algorithm.

Zhang et al. [16] utilized a fuzzy physical programming approach in a linear environment.
However, a major drawback in this approach was that it limited the fuzziness only to the bound-
aries of the problem whereas fuzziness can occur in the variables of both the goals and the classes
resulting in more complicated fuzzy relationship between the two.

Another relevant work in the area of fuzzy physical programming (FPP) was published by
Huang et al. [17]. In that study, the authors proposed a fuzzy aggregate objective function
with fuzzy constraints for each soft and hard class. These studies utilized a single membership
function for each goal, and calculated the class function as a function of the membership values
as opposed to as a function of the goal values as proposed by the original physical programming
methodology. Class functions are considered to be aggregation of goal values and its membership
function. The problem is then converted back to its crisp form and solved by genetic algorithm.

Ilgin and Gupta [18] provide a state of the art review of Physical Programming (PP) by
classifying the PP related studies into four areas, viz., (1) methodological papers, (2) industrial
engineering applications, (3) mechanical engineering applications, and (4) other applications.

The methodology described in this paper combines Linear Physical Programming (LPP) and
Fuzzy Sets and proposes a multi-objective model for disassembly sequencing under uncertainty.
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Figure 1: LPP soft class functions for a generic uth objective

3 Theoretical Background and Methodology

3.1 Linear Physical Programming

The physical programming algorithm requires that the decision maker expresses his/her pref-
erences with respect to each criterion using one of the eight different classes. The first four classes
are “Soft class functions”, and represent minimization (Class-1S), maximization (Class-2S), value
(Class 3S), and range (Class 4S) optimization. The remaining four are “Hard class functions”
and are used to introduce inequality and range restrictions into the problem environment. In
this regard, Class 1H and Class 2H define upper and lower bounds, respectively, while Class 3H
imposes equality and Class 4H imposes range related restrictions to the problem environment.
The qualitative and quantitative depiction of each class is provided in Figures 1 and 2.

The soft class functions allow the DM to express varying levels of preferences for each cri-
terion. This is done by introducing corresponding constraints for each preference level in each
of the classes. To provide better understanding, consider Class 1-S and Class 2-S, depicted in
Figure 1, which are used for “Smaller is Better” and “Larger is Better” cases respectively. Table
1 demonstrates the ranges and corresponding constraints for the problem. Note that all the soft
class functions will be embedded in the aggregate objective function to be minimized.

In Figure 1, the uth generic criterion is indicated as gu (x) where x is the decision variable
vector. The goal value, gu is represented on the horizontal axis while, zu, the class function that
is subject to minimization is represented on the vertical axis. Since LPP algorithm considers
the lower values of the class functions as “better” values but prohibits negative values, the class
function that corresponds to the ideal value is set to zero.
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Table 1: Preference levels and constraints for Class-1S and Class 2-S

Class 1-S Class 2-S

Range Index Preference Level Constraint Range Index Preference Level Constraint

1 Ideal gu ≤ t+u1
1 Ideal gu ≥ t−u1

2 Desirable t+u1
≤ gu ≤ t+u2

2 Desirable t−u1
≤ gu ≤ t−u2

3 Tolerable t+u2 ≤ gu ≤ t+u3 3 Tolerable t−u2 ≤ gu ≤ t−u3

4 Undesirable t+u3 ≤ gu ≤ t+u4 4 Undesirable t−u3 ≤ gu ≤ t−u4

5 Highly Undesirable t+u4
≤ gu ≤ t+u5

5 Highly Undesirable t−u4
≤ gu ≤ t−u5

6 Unacceptable t+u5
≤ gu 6 Unacceptable t−u5

≥ gu

Figure 2: LPP hard class functions for a generic uth objective

As for the hard classes, only two ranges are defined namely, acceptable and unacceptable.
Hard class functions appear as constraints in the LPP model. They can be considered as the
hard constraints in Goal Programming and are handled in the same manner. Therefore, they
are used for bounding and hence creating the feasible search space (Figure 2).

It is important to note that both soft and hard class functions are piecewise linear and convex.
This can be achieved by ensuring that the calculated weights are positive. LPP’s built-in-weight
calculation algorithm, Linear Physical Programming Weight (LPPW), ensures this condition
and guarantees that is each criterion is associated with a piecewise linear class function. Briefly,
LPPW, first proposed by Messac [19], uses the decision maker’s target values for each criterion
to calculate a weight vector. Following this, LPP utilizes these weights to form the objective
function to be minimized.

3.2 Fuzzy Linear Physical Programming Model

The methodology proposed in this paper utilizes separate membership functions for each
linguistic variable for each goal, and converts the relationship between the class variable and
the goals to a fuzzy relationship. Furthermore, the weight for each goal is also calculated based
on the fuzzy relationship prior to problem solving via fuzzy goal programming. Therefore, the
algorithm detailed in this paper is fuzzy in nature; modeled, initialized and solved in a fuzzy
environment throughout.

The concept of creating a fuzzy relationship between the goals and the classes was introduced
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Figure 3: Trapezoidal membership function

by Kosko [20].
The steps of the proposed algorithm are provided below.

1. Select a class type for every goal S1, S2, S3, S4 or H1, H2, H3, H4

2. Decision maker should define the membership function of each linguistic variable for each
goal. Assuming that the membership function is trapezoidal, then the function can be
expressed mathematically as follows:

µIdeal (gi) =



























0, (gi < a) or (gi > d)

gi−a
b−a , a ≤ gi ≤ b

1, b ≤ gi ≤ c

d−gi
d−c , c ≤ gi ≤ d

(1)

where gi is the goal number i to be used in the decision process, and, a, b, c, and d are the
parameters of the membership function of the Ideal linguistic variable as shown in Figure 3.

3. The class function zi will also turn into a set of linguistic variables, each member of the set
corresponding to the respective linguistic variable for the goal, i.e., Ideal, Desirable, etc.,
with a trapezoidal assumption the membership function will be as demonstrated follows:

µzi (z) =



























0, (z < a) or (z > d)

z−a
b−a , a ≤ z ≤ b

1, b ≤ z ≤ c

d−z
d−c , c ≤ z ≤ d

(2)

For instance µzIdeal (z) value for z̃Ideal will be as follows (Figure 4):

µzIdeal (z) =















0, (z > c)

1, a ≤ z ≤ b

c−z
c−b , b ≤ z ≤ c

(3)

The values of a, b, c, and d of each membership function will be determined according to the
LPPW algorithm to guarantee that the fuzzy relationship between the class function and each
goal is a convex fuzzy relationship.
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Figure 4: Sample trapezoidal membership function for the Ideal linguistic variable for Class 1-S

4. After determining the values of membership function limits of zi sets, the fuzzy arithmetic
is utilized to obtain the value of the fuzzy weight of each linguistic variable for each goal.
Through a fuzzy division, the Ideal set will be calculated as follows:

w̃Ideal =
z̃Ideal

g̃Ideal
(4)

which will generate a membership function for the fuzzy weight.
Please note that equation 4 can easily be solved using a computer program based on the

fuzzy division operation described in [21, 22].

5. The weight of each linguistic variable can be obtained by defuzzification of the fuzzy
weights. In this paper the center of gravity (centroid) defuzzification technique is utilized
to defuzzify the weights in order to compute the corresponding crisp values. Following
defuzzification, each crisp weight is multiplied by the membership function of the corre-
sponding goal’s linguistic variable. This way each linguistic goal is shaped according to its
priority. The resulting modified membership function becomes:

µIdeal (gi) =



























0, (gi < a) or (gi > d)

wIdeal(gi−a)
b−a , a ≤ gi ≤ b

wIdeal, b ≤ gi ≤ c
wIdeal(d−gi)

d−c , c ≤ gi ≤ d

(5)

6. Calculate the union of all the membership functions of the linguistic variables of each goal
to obtain the final membership function for the corresponding goal values:

µGoali (gi) = µIdeal (gi)∨µDesiarble (gi)∨µTolerable (gi)∨µUndesirable (gi)∨µHUndesirable (gi)∨µUnacceptable (gi) (6)

7. Define the membership function of the constrains µCi
(g1, g2, g3, . . .) where Ci is the con-

straint number i defined by the decision maker (can be considered as one of the Hard
classes).

8. Apply Fuzzy Goal Programming by calculating the minimum point that provides the high-
est value for the membership function of the intersection of every defined membership
function :

µD (g1, g2, g3, . . .) = min
i

(µCi
(g1, g2, g3, . . .)) ∧min

j
(µj (gj)) (7)
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where µD (g1, g2, g3, . . .) will be the membership function of the required objectives. Then
the optimum goal values will be:

G = min
G

(max (µD (g1, g2, g3, . . .))) (8)

where G is the optimum values of all the goals which satisfy the required constrains.

4 Model Application and Discussion

To demonstrate the applicability of the proposed algorithm, consider the numerical example
provided in Messac et al. [3]:

A company manufactures two types of products, product A and product B. Due to factory’s
physical and human-resource limitations, the company can comfortably manufacture 25 units
per month of product A, and 10 of product B. These levels are considered ideal and independent
of other considerations. The profits generated per unit from product A and B are respectively
$12k and $10k. At these levels of manufacturing, the resulting monthly profit becomes $400k.
Investors have decided that if the company is to remain in business, a minimum monthly profit of
$580k must be achieved at the optimal level. After appropriate market research and examination
of the situation, the DM decides that, the preferences regarding production rate are as follows:

Preference Level Product A Product B

Ideal <25 <10
Desirable 25-31 10-18
Tolerable 31-36 18-26

Undesirable 36-44 26-33
Highly-Undesirable 44-50 33-40

Unacceptable >50 >40

The profit (constraint) equation for the factory takes the form: 12g1 + 10g2 ≥ 580, where g1
and g2 represent two criteria that denote the respective monthly production levels of products
A and B.

The following demonstrates the application of the proposed algorithm to the problem de-
scribed above. Both goals (g1 and g2) belong to Class-1S since they are “Smaller Is Better” in
nature. Then the membership function of the goals’ linguistic variable is assumed as shown in
Figure 5 (i.e., ’*’ for Ideal, ’+’ for Desirable, ’.’ for Tolerable, ’o’ for Undesirable and ’–’ for
Highly-Undesirable).

Following this assumption, the LPPW algorithm is then employed to calculate the parameters
of the class function membership limits to guarantee the convexity of the fuzzy relation between
the goals and the class function. Figure 6 shows the resulting membership function for the class
function.

Figure 7 shows the fuzzy relation between the class function z and the goal for Product A.
The membership function of the constrains is also assumed as shown in Figure 8,where the

constraints are fuzzified so that, for instance, “Less than 25 is Ideal” statement is converted into
“Less than 25 is somewhat Ideal”.

By calculating the weights and applying equation 6, the final membership function for the
intersection of all goals become as shown in Figure 9.

The final membership function after applying equation 7 is depicted in Figure 10.
The algorithm results in (g1 , g2) = (25.5, 20.2) for Product A and Product B respectively

in the case of trapezoid membership functions (shown figures). Product A result (25.5) is in the
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Figure 5: Membership functions of the Product A and Product B linguistic variables
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Figure 6: Membership Functions of the Class Function Linguistic Variables

Figure 7: Two Views of the Fuzzy Relation between Product A Values and the Corresponding
Class Function
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Figure 8: Membership Functions of the Constraints

Figure 9: The Intersection Region Between the Membership Functions of Product A and Product
B

Figure 10: The Intersection Region between the Membership Functions of Product A and Product
B and Constrains
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Table 2: Number of samples and corresponding execution times

Number of Samples Execution Time (seconds)

150 1.02
300 2.79
400 4.70
500 7.35
600 10.78

desirable range with close proximity to the ideal. As for Product B, the result (20.2) is in the
tolerable range closer to the desirable boundary. When the membership function is defined as
triangular, the best goals become (g1 , g2) = (28, 22.4) for Product A and Product B, respectively.
Here, Product A result (28) is in the desirable range, whereas Product B result (22.4) is in the
tolerable range.

Messac et al. [19] first modeled and solved the problem via Goal Programming (GP) and
calculated the (g1 , g2) coordinates as (25, 28) and (40, 10). The authors described the solution
alternatives as quite restrictive and highly dependent on the choice of weights and on the goal-
s/targets. Furthermore, the authors note that DM’s knowledge cannot be implemented in the
problem model. Following this, the study proposed the utilization of LPP for the same problem.
The resulting value is located at the desirable/tolerable boundary for g1, and within the tolerable
range for g2, with (g1 , g2) = (31, 20.8).

Compared to both GP and LPP results, the proposed methodology provides better solutions
for all goals. In addition, the proposed algorithm eliminates the need for deciding on the weights
of goals.

The approach can be easily adapted to general purpose problems as well as specialized prob-
lem environments with narrower focus. That is, if a problem can be formulated with an objective
function and one or more technological constraints and sign restrictions the presented model will
be able to solve the problem in a complete fuzzy environment. The model can also be easily
converted into a multiple objective optimization and regardless of the number of objectives in
the problem environment, it would still be able to preserve its fuzzy nature. It should also be
noted that the only alpha cut used in the computation is in the final step of the optimum value
for calculation. Here, the maximum membership function is:

α = max (µD (g1, g2, g3, . . .)) ,

whereas the corresponding optimal value becomes:

G = min (Aα) .

.
All the computations in the example are numerical, since they were computed via Von-

Neumann architecture computer system and not via a fuzzy processor. For the example shown,
the number of samples used for all variables constitutes a domain of 300 samples (i.e., N =300).
Increasing the number of samples would adversely affect the overall execution time since calcu-
lations and complexity of the fuzzy relations are similar to regular matrix multiplication. Table
2 depicts the relationship between the number of samples and the execution time for a selection
of numerical values.
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5 Conclusions

Unlike conventional goal programming techniques, fuzzy goal programming, including the
proposed fuzzy linear physical programming model, implies a fuzzy system. Therefore, the
model’s computational complexity on regular digital machines not only depends on the number
of input and output variables, but also on the number of discretization levels, viz., samples, from
both variables [15]. Using this principle, the computational complexity of the problem under
test can be restricted to a number that improves result accuracy while improving the computa-
tional time (approximately 300 discretization level for each input and output variable universe
of discourse). This simplified fuzzy logic control is proven be suitable for a loop controller with
regard to the computation time and the required memory.
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Abstract: Ethernet for Manufacture Automation Control (EtherMAC) is a new kind
of real-time Ethernet used in motion control systems. It adopts a line topology with a
standard industrial computer based master node and field-programmable-gate-array
based slave nodes. EtherMAC employs one slave node to manage cycle communica-
tion and clock synchronization, so the real-time demand for its master node can be
greatly reduced and dedicated hardware is no longer mandatory. Its distributed clock
compensation mechanism can get synchronization accuracy in nanosecond order. The
advantages of industrial computer and field programmable-gate-array are combined
with EtherMAC, so that high control performance can be achieved.
Keywords: Real-time Ethernet, cycle time, synchronization, motion control, FPGA

1 Introduction

Fieldbus has played an important role in factory automation field during the past 20 years [1].
However, it can hardly meet the development of the networked control systems any longer because
of the numerous standards, low baud rate, high cost and etc [12]. At the same time, as a
mature technology in office, Ethernet is introduced into field control layer for its low price,
high communication rate, robustness and easy deployment. Many automation vendors begin to
propose their own industrial communication solutions by modifying the original Ethernet protocol
to improve its real-time performance (see [4, 13]). These types of Ethernet based on IEEE
802.3 standards and with real-time property are called real-time Ethernet (RT Ethernet) [5].
Standardization of industrial ethernet Standardization of industrial ethernet

IEC61784-2 has defined some indicators to specify the real-time performance of RT Ethernet,
such as delivery time and synchronization accuracy. But the minimum cycle is a more direct

Copyright © 2006-2016 by CCC Publications - Agora University



40 S. Ji, C. Zhang, T. Hu, K. Wang

indicator to evaluate the performance of motion control system than delivery time(see [6]- [9]).
The RT Ethernets whose cycle time can be smaller than 1ms with jitters less than 1ms are called
isochronous RT Ethernet (see [10]- [11]), which are most likely to be used in motion control
systems.

However, most of the current isochronous RT Ethernet solutions are based on modifications
of the hardware [12]. Dedicated Network Interface Card (NIC) or real-time OS are mandatory
for the master node in time critical applications. For example, PROFINET IRT is achieved
with a special switch ASIC (see [12]); dedicated NICs are mandatory for SERCOS III and
Ethernet Powerlink’s master/management node in time-critical applications (see [13]); EtherCAT
does not require a dedicated master node, but a hard real-time kernel is mandatory for the
distributed clock synchronization, in addition the operating system can introduce jitter to the
cycle time(see [14]). The dedicated hardware is closed and high cost, which is not good for the
development of motion control system.

Herein, a standard hardware based real-time Ethernet named EtherMAC is proposed. Ether-
MAC employs the programmable gate array chips (FPGA) based slave node to manage the
communication and synchronization, so that IPC master node can focus on motion control al-
gorithms. In this way, computation capability of IPC and hard real-time property of FPGA
are combined, and hard real-time performance can be achieved even the master node without
dedicated NICs and hard real-time operating systems.

The rest of this paper is organized as follow. In Section 2, the protocol model of EtherMAC
is introduced. In Section 3 and 4, its real-time and synchronization mechanism are described
in detail. Section 5 is the slave node implementation on a FPGA chip. Then two experiments
are carried out in Section 6 to test the delivery time and synchronization precision. Finally, the
conclusion is given in Section 7.

2 Overview of EtherMAC

2.1 Topology of EtherMAC

Line topology network is widely used in industrial automation field for its simple structure,
low cost and advantage in deterministic communication(see [11], [15]- [16]Jasperneite A Proposal
for a Generic Real-TimeJasperneite A Proposal for a Generic Real-TimeJasperneite A Proposal
for a Generic Real-Time). EtherMAC also takes the line topology as its fundamental topology,
where the IPC with at least one standard NIC works as the master node, and the FPGA-based
slave nodes with two Ethernet ports cascade with each other in a line as shown in Figure 1. All
the slave nodes can be treated as a single standard Ethernet device for the master node, because
they share a common Media Access Control (MAC) address.

Figure 1: Topology of EtherMAC

EtherMAC employs summation frames in Figure 2 to convey application data, which is
similar to INTERBUS [17] and EtherCAT [18]. The configuration and control data are conveyed
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down by a summation frame in the descending way, and the state data of the slave nodes are
collected by another summation frame in the ascending way. In this manner, all the nodes can
be updated in a single communication cycle. This is more efficient than the other RT Ethernets
employing individual frame(see [8], [11]). In addition, the control and state data are separated
in the descending and ascending ways, so bandwidth of Ethernet can be used more efficiently.

Figure 2: Frame structure of EtherMAC

2.2 Model of EtherMAC

There are three solutions for Ethernet to get real-time communication. The first class is
named "on top of TCP/IP", which keeps the TCP/UDP/IP protocols unchanged and concen-
trates all real-time modifications in the application layer. In the second solution, application
layer programs bypass the TCP/UDP/IP protocols and operate the Ethernet directly. In the
third one, medium access mechanism and hardware structure of Ethernet are modified to achieve
isochronous real-time performance (see [8], [12]). The architecture of EtherMAC is shown in Fig-
ure 3. The master node is implemented on a standard IPC, and TCP/IP protocols are bypassed.
The slave nodes are implemented on FPGA chips with modified Data Link Layer (DLL).

Figure 3: Protocol Suite

The modified DLL of the slave node has the following characters:

• A time schedule module is added to DLL to manage the communication cycle and syn-
chronize the distributed clocks.

• A repeater is designed to receive and forward the summation frame on line, so that small
forward delay can be achieved.
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3 Real-time communication

The master-slave structure is most used in RT Ethernet, where the master node sends out
the control data periodically and the slave nodes carry out the received commands. The cycle
duration accuracy is determined by the master node in this structure, as a result dedicated NIC
hard real-time or operating system is necessary for the master node in time critical applications.
However, on one hand dedicated NIC solution is closed architecture and high cost, on the other
hand the response time jitter of real-time operating system can reduce the cycle accuracy.

EtherMAC turns its time-critical tasks over to the FPGA-based slave nodes, while master
node is designed to complete the configuration and complex control algorithms. The slave nodes
of EtherMAC are implemented on FPGA chips, which can provide high timing precision because
of their hardware property.

3.1 Communication process

The communication process of EtherMAC is shown in Figure 4. The slave nodes in the
networks carry out a self-checking program after powered on. If there are no problems with the
hardware, the slave nodes will get into the idle state and wait for commands from master node.

Figure 4: State machine of EtherMAC working process

1)Enumeration. The slave nodes are assigned a unique sequence number and feedback their
inherent information in this stage. The detailed process is shown in Figure 5.

Figure 5: Enumeration Process
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First, master node sends an inquiry frame to the slave nodes. Every slave node takes the
data in certain place of the frame as its sequence number, increases its value by one and forwards
the frame the next. The slave nodes get their sequence number in this way.

Then, the last slave node stops the forwarding process and starts to feedback after receiving
the inquiry frame. It packets its inherent information into the feedback frame and sends the frame
to the second last slave node. All the previous slave nodes attach their inherent information to
the end of the feedback frame and forward it.

At last, the frame with the information of all slave nodes is transmitted to the master node by
slave node 0. The master node compares the received information with the network configuration
file to check the configuration state of the network.

Figure 5 The Inquiry process
2)Configuration. The master node starts the configuration stage if all the slave nodes in the

network have been checked well in enumeration stage. Master node delivered the configuration
frame to slave nodes, and slave nodes return their configuration results. Then the master node
prepares the configuration data of the next cycle based on the feedback information. The forward
delays measurement is also carried out in this stage, which will be introduced in the Section 4.

3)Cycle communication. The master node sends out a frame to start the cycle communi-
cation stage after the network configure done. The management right of the communication is
transferred to the last slave node from then on. Different from the last two stages, the commu-
nication is started by the last slave node instead of the master node in this stage. The detailed
process is shown in Figure 6.

Figure 6: Cycle Communication Process

The last slave node starts a new communication cycle by sending a frame back with the set
communication period. The slave nodes update their state data to master node by attaching
their data to the end of the feedback frame. As soon as receives the feedback frame, master node
computes the commands of the next period and sends it to slave nodes. Therefore, real-time
communication can be achieved if the master node can finish all the operations before the last
slave node starting the next communication cycle.

In cycle communication, the control frames are forwarded directly and without any modifi-
cation in the descending way, and the feedback frames are processed online in ascending way,
so that small forward delay can be achieved. This means small delivery time for line topology
network. For one slave node, the total forward delay in a communication cycle is about 520ns.
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3.2 Performance analysis

The delivery time of EtherMAC can be derived from its communication mechanism and the
theoretical analysis in(see [6]- [8])

Td = Tframe + Tcable +
n−1
∑

i=0

∆T (i)delay (1)

where Tcable is propagation delay from cable, which is about 5ns/m for the category 5 cable.
Tframe is the frame transmission time, which is in linear with the frame size. ∆T (i)delay is the
frame forward delay of slave node i, which is about 520ns with proposed the forward mechanism.

There are two different types of Ethernet frames in the cycle communication stages, so the
minimal cycle time Tcycmin can be derived

Tcycminh = Tdcf + Tdff + Tifg + Tidle (2)

where Tdcf is the delivery time of control frame, Tdff is the delivery time feedback frame, Tifg is
the inter frame gap, because the full duplex communication is employed there is only one Tifg.
Tidle is the idle time when there is no communication in the network.

In this way, the react time jitters of master node does not influence cycle time accuracy any
more, and isochronous real-time communication can be achieved even the master node only with
soft real-time property. The minimal cycle time can be as small as 20µs when there are only 3
slave nodes and payload is no more than 48 bytes length.

4 Synchronization of distributed slave nodes

Synchronization accuracy of RT Ethernet is its capability to synchronize the actions of the
distributed devices [19]. RT Ethernet demands the synchronized actions must be repeated pe-
riodically with strict jitter bounds [3]. Poor synchronization of relevant axes in motion control
systems means diminished dimensional accuracy of the work-piece or even unusable products
(see [20]- [21]). Many synchronization methods have been proposed for networked control sys-
tems(see [22]- [24]), of which Precision Time Protocol (PTP) described in IEEE 1588 is one of
the most used. However, PTP is difficult to implement, which consumes too many hardware and
bandwidth resources in practice. Therefore, a concise synchronization algorithm is proposed to
get high synchronization accuracy.

4.1 Factors result to asynchronization

Every slave nodes in the network has its own oscillator. The frequency of each oscillator
cannot be exactly the same, besides the clock frequency drifts with environmental temperature
and time. As a result, synchronization mechanisms are necessary for networked control systems.
Broadcast frame is often used as the synchronization signal in star topology networks, but it
can hardly work in line topology networks thanks to the forward delay between cascaded slave
nodes. Equations in (4.1) show the time difference of the slave nodes.

T1 = T0 +∆T 1
delay

T2 = T1 +∆T 2
delay = T0 +∆T 1

delay +∆T 2
delay

· · · · · ·

Tn−1 = T0 +

n−1
∑

i=0

∆T (i)delay (3)
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where Ti is the time a frame arriving at the slave node i in descending way. T i
delay is the

forward delay of salve node i, which accumulates with the node number and cable length. The
forward delay of every slave node is not constant because of the phase separation of receiving
and transmitting clock. Thus, it is impossible to get the exact value beforehand and compensate
it in cycle communication.

4.2 Synchronization mechanism of EtherMAC

The distributed clocks synchronization can be divided into two stages: delay measurement
and clock compensation.

Delay measurement is only carried out once at the first time of network configuration. The
detailed process is shown in Figure 7. Master node sends the measure frame cyclically, and the
last slave node starts the feedback process as soon as receives the frame. Every slave node records
the time between it receives the measure frame and feedback frame. The measurement begins
at the time of the frame arriving at the media independent interface, so the influence of software
stack can be ignored. The ascending and descending way can be symmetrical by compensating
the forward FIFO depth. Here the measured delay includes the slave node forward delay and
cable delay. Take the phase separation of the transmitting and receiving clock into account, the
average value of hundreds of record delay time is used as delay time.

In the cycle communication stage, every salve node initializes its local clock with half of the
average delay time at the time of receiving the feedback frame, so that the slave nodes can share
a common zero point. In this way, the distributed clock of the slave nodes can be synchronized.

Figure 7: Synchronization Process

The forward delay and clock drift can be compensated cyclically because the feedback process
is carried out every communication cycle, so high synchronization accuracy between slave nodes
can be achieved in this way.

5 Implementation of slave node

Master node of EtherMAC can be implemented on any controller with standard Ethernet
interfaces, and no dedicated hardware in needed. Real-time OS is necessary for some time
critical applications, but the real-time demand can be greatly reduced with the above mentioned



46 S. Ji, C. Zhang, T. Hu, K. Wang

communication mechanism. Therefore, only the slave node implementation is introduced in this
paper. The slave nodes are implemented on FPFA chips as shown in Figure 8.

Figure 8: Implementation of EtherMAC slave node

FPGA is more than some programmable resource with a certain number of logical cells today.
The loadable soft cores enable the user to create a microcontroller within an FPGA chip and
equip it with ultra fast peripherals [25]. It allows the developers to customize peripherals to
meet the specific requirement.

All the functions of the EtherMAC are packaged into an IP core. The application layer is
implemented as software in Nios II a soft processor designed specifically for Altera FPGA chips.
IO, Servo Control and the other peripherals are mounted on the Avalon bus. A Static Random
Access Memory (SRAM) chip is used to running application programs, and a flash chip is used
to store the configuration data of FPGA. The schematic diagram of EtherMAC IP core is shown
in Figure 9.

There are two concurrent channels in descending way. One is for protocol analysis, and
the other one is for frame forward. In protocol analysis channel, application data belong to the
current slave node are extracted and stored in a dual-port-RAM AppCtrl Data, and the operation
information including data address and length are stored in a dual-port-RAM Operation Info at
the same time. After receiving the whole frame, the signal RxDone holds high for twelve system
clocks to inform the upper layer program that application data have been updated. Then the
application programs can get the commands of this cycle from AppCtrl Data.

The Syn signal holds high for twelve system clocks when the distributed clocks time to the
set point. Upper layer programs and other peripherals modules can carry out the synchronous
actions and latch the state of slave node at this moment. The state data have been latched can
be upload to the master by writing them into the dual-port-RAM AppState Data.

6 Experiment

The system in Figure 10 is employed to evaluate the real-time performance of EtherMAC.
The system has one master node and eleven slave nodes. The master node is an IPC with an
Intel Atom D510 1.66GHz CPU and Windows 7 OS. The Network Driver Interface Specification
(NDIS) layer of the system is modified to improve its real-time performance [26]. The slave
nodes are connected with a backplane, which hides in the steel rail. 100BASE-T Ethernet cable
is adopted when the adjacent nodes are far away from each other as in Figure 10.

Two experiments are carried out to measure the delivery time and synchronization accuracy
respectively. In the first experiment, delay time Tdi in Figure 7 is measured and delivered to
master. Here, the time duration between slave node 0 receiving the measurement and feedback
frame is twice of the delivery time, while half of the time difference between adjacent nodes is the
forward delay of a slave node. As shown in Figure 11, the delay time is linear with the sequence
number of slave nodes and the forward delay of a single slave node is about 520ns.

In the second experiment, an oscilloscope is used to watch the synchronization signals. For
convenience, the synchronization signals are assigned as output pins of the FPGA chips. Slave
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Figure 9: Hardware Architecture of EtherMAC

Figure 10: Distributed slave nodes
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Figure 11: Delay time and jitters of Salve nodes

node 0, 5 and 10 are tested, of which slave node 0 works as the reference signal. All the triggered
wave forms can superpose and stay on the screen by setting the oscilloscope works in infinite
persistence mode. The results after the system worked for 30 minutes are shown in Figure 12.
It is shown that the deviation of these slave nodesĄŻ synchronization signal is about 100ns with
jitters no more than 100ns.

Figure 12: Jitter of the synchronization signal

7 Conclusion

RT Ethernet can help the motion control systems to get a concise architecture and good
control performance [27]. However, many RT Ethernet solutions need dedicated NIC to manage
communication in time critical applications. This goes against the open architecture motion
control systems. Therefore, the hardware independent based EtherMAC is proposed in this
paper. As most of the time critical tasks of EtherMAC are transferred to the FPGA based slave
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nodes, master node can focus on the implementation of motion control algorithms. In this way,
a software based motion control system with open architecture and high performance can be
achieved.
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Abstract: In this study KEmeny Median Indicator Rank Accordance (KEMIRA)
method is applied for solving personnel ranking and selection problem when there
are two subgroups of evaluating criteria. Each stage of KEMIRA method illustrated
with the examples. In the first stage Kemeny median method is applied to generalize
experts’ opinions for setting criteria priorities. Medians were calculated for all experts
opinions generalization and for experts majority opinions generalization. In the second
stage criteria weights calculated and alternatives ranking accomplished simultaneously
by Indicator Rank Accordance method. The obtained solutions compared with the
results received in previous work of authors.
Keywords: multiple criteria decision making, Kemeny median, criteria priority, op-
timization problem.

1 Introduction

Personnel ranking and selection process in companies is focused on testing and evaluating
of human resource potential, skills and personal characteristics. Developed personnel selection
and evaluation systems are usually oriented to companies operating cost reduction in order to
optimize human resources demand and layout planning [8]. Personnel selection and placement
of the necessary positions is seen as the most important factor affecting organization’s secu-
rity, stability and development [20]. Proper recruitment has influence on organization’s climate
directly or influencing it through mediators [34]. Security personnel selection process requires
identification of specific criteria for the occupied position and setting of their weights values [12].
Solution of this problem is relevant to many companies and organizations. At the same time it
is necessary to create unified (being in accordance with uniform standards) personnel selection
algorithms [3]. Personnel selection deployment process is directed to human resource potential,
skills and personal features, i.e. factors affecting professional efficiency, testing and evaluation.
Research has revealed that the main factors affecting the professional ability to work are of dif-
ferent origin: physical, psychological, cognitive, social/behavioral, workplace factors and factors
outside the workplace [18]. This investigation has not determined the strength (weight) of identi-
fied factors influence on professional working capacity. It can be assumed that these factors have
a different impact on the effectiveness of different professional activities. Experts’ assessment
applied for weight identification is often a subjective process based on stereotypes, attitudes,
sympathy and so on [15]. The results of such evaluation often do not meet the expectations of
the ultimate goal. From the other hand application of specialized tests (objective assessments)
for weight identification meets the uncertainty factor. It is not clear how much test results will
be concerned with the quality of the work results in the future [22]. According to the authors
the most reliable methodology of professional selection is integrating several fields of criteria

Copyright © 2006-2016 by CCC Publications - Agora University
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and sub-criteria systems [41]. It was found that data obtained with the objective (internal) and
subjective (external) methods correlate with each other at about 0.3 [11], so harmonization of
objective and subjective criteria schemes allow to expect a higher efficiency of the staff selection
process [13].

Solution of this relevant problem is often subject to the Multiple Criteria Decision Making
methods (MCDM). MCDM is rapidly evolving methodologies direction, does have considerable
researchers attention. Decision-making methods face new requirements for modernization. There
is a variety of MCDM methods. A monograph [39] provides readers with a capsule look into
the existing methods, their characteristics and applicability to analysis of Multiple Attribute
Decision Making (MADM) problems. Models for MADM, transformation of attributes, fuzzy
decision rules, and methods for assessing weights are presented in this work. The paper [42]
presents a panorama of decision making methods in economics and summarizes the most im-
portant results and applications which have appeared in the last decade. [33] added several new
important concepts and trends in the MCDM field for solving actual problems. They provided
comments on a previously published paper of [42] that could be thought of as an attempt to
complete the original paper. Despite the intensive development worldwide, few attempts have
been made to systematically present the theoretical bases and developments of MCDM methods.
The article [43] describes the situation with reviews of MCDM/MADM methods. The goal of
the paper [31] is to propose an approach to resolve disagreements among MCDM methods based
on Spearman’s rank correlation coefficient. The authors showed that the proposed approach can
resolve conflicting MCDM rankings and reach an agreement among different MCDM methods.
Sometimes, there are situations where MCDM methods generate very different results. The
results proposed in [35] proved that MCDM methods are useful tools for evaluating multiclass
classification algorithms and the fusion approach of MCDM methods is capable of identifying a
compromised solution when different MCDM methods generate conflicting rankings.

However, MCDM techniques for recruitment and layout planning areas are not consistently
structured and improved, this is an obstacle to their wide application. New MCDM methods
are developing and new fields are looking for their application. The fuzzy MULTIMOORA
for group decision making (MULTIMOORA-FG) enables to aggregate subjective assessments of
the decision-makers and offer an opportunity to perform more robust personnel selection pro-
cedures [4], [5]. The selection process often contains imprecise data and linguistic variables.
The model proposed in [6] combines fuzzy analytic hierarchy process (FAHP) and Technique
for Order Preference by Similarity to Ideal Solution (TOPSIS) approaches to overcome these
problems. The personnel selection problem is suitable to be dealt with by the linguistic VIKOR
method because it includes some conflicting criteria and needs to consider the relative competi-
tiveness of each candidate [9], [16]. The hybrid MCDM models which employ analytic network
process (ANP) and modified TOPSIS and combination of the fuzzy Delphi method, ANP, and
TOPSIS demonstrated the effectiveness and feasibility of the proposed models for personnel se-
lection [14] and for investment in stock exchange [19]. The model based on fuzzy DEMATEL
(Decision Making Trial and Evaluation Laboratory) and fuzzy ANP is proposed in [25] to to
cope with the interdependencies between evaluation criteria. In the mentioned paper, a fuzzy
DEMATEL-ANP model is proposed for selection of snipers. An approach enabling combination
of Fuzzy ANP, Fuzzy TOPSIS and Fuzzy ELECTRE techniques were enabled for solving of the
same problem [26]. Other authors proposed other MCDM methods, like fuzzy AHP adopted for
Triangular Fuzzy Numbers (TFN) [37] or such as ELECTRE III and PROMETHEE II [27], [36]
in the process of staff selection and recruitment.

Other methods used for solving similar problems are grey relational analysis (GRA) based
methods [41]. A GRA-based intuitionistic fuzzy multi-criteria group decision making method
for personnel selection is proposed in [23]. In this paper intuitionistic fuzzy weighted averaging
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(IFWA) operator is utilized to aggregate individual opinions of decision makers and intuitionistic
fuzzy entropy is used to obtain the entropy weights of the criteria.
The hybrid approach applying AHP and TOPSIS grey as an effective decision aid to improve
human resources management in various areas of economic activities is proposed in [23]. A per-
sonnel selection system based AHP and Complex proportional assessment of alternatives with
grey relations (COPRAS-G) method was proposed in [24]. The use of hesitant fuzzy sets as a
powerful technique has been studied in [20]. This paper explores aggregation methods for prior-
itized hesitant fuzzy elements and their application on personnel evaluation.

The comparison of various methods in the selection of personnel may help in finding out
the accuracy, appropriateness, suitability, fairness and practicality efficiently [37]. Using several
independent sub-criteria for personnel selection we face with the lack of appropriate MCDM
solutions. The purpose of this article is to offer methods of this problem solution.
Studies have shown that the subjective and objective assessments are different [2], [21]. In order
to effective solutions, it is necessary to synthesize the objective and subjective assessments, this
opens up new opportunities and improve the quality of the selection process [10]. Most previous
studies did not provide clear criteria for grouping and ranking process patterns [30]. The pro-
posed new KEMIRA method allows to combine criteria structuring and evaluating on the basis of
subjective and objective levels. This method can be used to solve unstructured evaluation tasks
when consensus among the experts on the importance of sub-criteria is not obligatory or when
criteria of different nature (genesis) are used. It occurs in those areas of human activity where
it is necessary the evaluation of experts from different specializations (personnel, finance, man-
ufacturing and technology, etc.). Using this algorithm for decision-making, the decision-making
process takes on a higher quality and greater integration levels to include in the evaluation and
selection process a lot of important criteria of different nature, incomparable among themselves
and couldn’t be combined. For example, external and internal criteria; subjective and objective
criteria; physical, mental and psychological indicators, etc. The proposed KEMIRA criteria selec-
tion and structuring model extends the MCDM approach. The advantage of proposed KEMIRA
method is its efficiency for solving MCDM problems when the set of criteria is divided into a
few subgroups having different origin. Nevertheless, Kemeny median method, which is a part of
KEMIRA method, is applicable for much wider class of MCDM problems when it is necessary to
establish priority of criteria. It must be mentioned that criteria weights are found at the same
time as the process of MCDM problem solution (ranking the alternatives) goes on.

2 Problem formulation and scheme of solution

This work continues the series of works designed to solve MCDM problem of elite selection
from security personnel, when two separate groups of criteria describing security guards are
presented. In general case it may be more than two groups of criteria. External assessment
values and internal measurements are given for each subject. Additionally, information about
experts independently set preferences for criteria in each criterion group is known. The purpose of
the study is selection of 10% best subjects according to the given information. Usually MCDM
problems are being solved in the following order. At first stage of the problem solution data
normalization procedure is performed. Then criteria weights are determined and finally MCDM
methods applied for selecting best objects and/or objects ranking [29]. Each problem solution
phase can be performed by different methods.

Our proposed KEmeny Median Indicator Rank Accordance (KEMIRA) [32] method consists
of other three phases:

1. data normalization and standardization;
2. determination of criteria preferences reflecting the aggregated experts opinion;
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3. minimization of the target functions value, determination of criteria weights and objects
ranking.

The second step is determination priority of criteria by Kemeny median method. In this stage
we’ll use the information about criteria preferences set by experts. Note that the third step
combines two phases into one - determination of criteria weights and objects ranking will be
carried out simultaneously. This process is dynamic, so both goals will be achieved at the end
of optimization procedure. Brief scheme of problem solution is depicted in Figure 1.

Comprehensive description of the method steps is provided below. At first introduce some
notations: m – number of internal criteria (X), n – number of external criteria (Y ), K – number
of alternatives, S – number of experts. Initial decision-making matrix:
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Figure 1: Scheme of KEmeny Median Indicator Rank Accordance Method (KEMIRA) applica-
tion for selecting the best objects.

Step 1. Normalization of elements of decision making matrix (1). All criteria are representing
a benefit, i.e. the bigger is a value, the better is the respective alternative. Elements of decision-
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making matrix are normalized by formulas:
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Step 2. Determining priority of criteria X and Y components. Criteria X and Y components
priority is established independently by choosing priority which minimizes sum of distances to
the priorities set up by all S experts:

RA = arg min
R

S
∑

j=1

ρA

(

R,R(j)
)

. (3)

The result of this step is the median criteria components priority: xj1 ≻ xj2 ≻ · · · ≻ xjn ,
yi1 ≻ yi2 ≻ · · · ≻ yim .
Step 3. Fixing initial weights of criteria satisfying median criteria components priority set in
Step 2 and normalizing condition:

αj1
≻ αj2

≻ · · · ≻ αjn , βi1 ≻ βi2 ≻ · · · ≻ βim ,
∑n

r=1 αjr =
∑m

s=1 βis = 1. (4)

Step 4. Calculation of functions ϕ(X) and ψ(Y ) values and total value ϕ(X) + ψ(Y ) for each
alternative.

ϕ(X) =
n
∑

r=1

αjrxjr , ψ(Y ) =
m
∑

s=1

βisyis . (5)

Step 5. Calculation of ranks of alternatives according to the total value ϕ(X) + ψ(Y ): R(k)(α)
and R(k)(β), k = 1, 2, . . . ,K.
Step 6. Calculation number of elements having ranks lower than KX according to the criteria
X and lower than KY according to the criteria Y :
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Step 7. Calculation sum of squared ranks differences for the alternatives satisfying conditions
of Step 6, i.e. denote AKx

∩BKy
= {k ∈ {1, 2, . . . ,K} : R(k) (α) 6 Kx , R

(k) (β) 6 Ky}. Then

∑

k ∈ {AKx
∩BKy

}

(

R(k) (α)−R(k) (β)
)2
. (6)

Steps 4–7 are repeated until number of elements in Step 6 will reach its maximum value and
the value of target function in Step 7 reach its minimum value. The obtained values of criteria
weights αj1

, αj2
, · · · , αjn , βi1 , βi2 , · · · , βim are used for calculation of total value ϕ(X) + ψ(Y )

and MCDM problem solution.

3 Determining priority of criteria

Say that priority of criteria X = (x1, x2, . . . , xn) and Y = (y1, y2, . . . , ym) was estimated by
S experts. Each expert sorted criteria in the priority descending order:

x
(s)
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≻ x

(s)
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≻ . . . ≻ x

(s)
in
, y

(s)
i1
≻ y

(s)
i2
≻ . . . ≻ y

(s)
im
, (7)

here s ∈ {1, 2, . . . , S} – number of experts. We must ascertain generalized experts opinion. This
task will be accomplished by Kemeny median method. Suppose that permutations (j1, j2, . . . , jn)
of the set of natural numbers {1, 2, . . . , n} determine priorities of vector (criteria) X components:
xj1 ≻ xj2 ≻ · · · ≻ xjn . It means that for the set {x1, x2, . . . , xn} a strict order relationship R =
(xj1 , xj2 , . . . , xjn) is defined. This relationship can be defined by the square matrix AR = ‖aij‖,
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which elements are: aij =

{

1, if xi < xj,

0, if xi > xj.
, where aii = 0 and aij = 1− aji, for i 6= j.

Define function

ρA

(

R(1), R(2)
)

=

n
∑

i=1

n
∑

j=1

∣

∣

∣
a
(1)
ij − a

(2)
ij

∣

∣

∣
. (8)

Function (8) is a certain measure of difference between two relationships and its values coincide
with values of Kemeny distance function [28].

For example, if ranks of criteria X = (x1, x2, x3, x4) components are established by the first
expert as R(1) = (3, 2, 4, 1) and by the second expert as R(2) = (2, 1, 4, 3), consequently priorities
of criteria components are set accordingly x4 ≻ x2 ≻ x1 ≻ x3 and x2 ≻ x1 ≻ x4 ≻ x3. Then
corresponding matrices are:

A(1) =











0 0 1 0

1 0 1 0

0 0 0 0

1 1 1 0











, A(2) =











0 0 1 1

1 0 1 1

0 0 0 0

0 0 1 0











.

Function (8) in this case is gaining value ρA
(

R(1), R(2)
)

=
4
∑

i=1

4
∑

j=1

∣

∣

∣
a
(1)
ij − a

(2)
ij

∣

∣

∣
= 1+1+0+2 = 4.

Suppose that S experts established priorities R(1), R(2), . . . , R(S). Most consistent with these
estimates will be priority RA, which is called median:

RA = arg min
R

S
∑

j=1

ρA

(

R,R(j)
)

. (9)

Notice that we can analyze functions ρA analogues, i.e. another distances between two relation-
ships. The solution of (9) is not necessary a unique value. Sometimes we can obtain several
medians which are solutions of problem (9).

If we are interested in the majority experts opinion only (not all experts) then we apply clus-
ter analysis procedure, that helps to distinguish a cluster of experts majority. Then the median
is sought among selected group of experts.

Let’s us consider an example. Priority of criteria X = (x1, x2, x3, x4) and Y = (y1, y2, y3)
was estimated by 5 experts. Results of estimation presented in the Table 1. First expert set

Table 1: Criteria X and Y components preferences established by 5 experts.
Expert x1 x2 x3 x4 y1 y2 y3

1 3 2 4 1 1 3 2
2 2 1 4 3 1 2 3
3 3 2 1 4 1 2 3
4 2 3 4 1 2 1 3
5 3 4 2 1 2 3 1

criterion X components priorities as follows: x4 ≻ x2 ≻ x1 ≻ x3 and criterion Y components
priorities: y1 ≻ y3 ≻ y2. Notice that medians must be sought independently for criterion X and
Y components. Let’s calculate elements of the matrices A(i)

X :

A
(1)
X =











0 0 1 0

1 0 1 0

0 0 0 0

1 1 1 0











, A
(2)
X =











0 0 1 1

1 0 1 1

0 0 0 0

0 0 1 0











, A
(3)
X =











0 0 0 1

1 0 0 1

1 1 0 1

0 0 0 0











,
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A
(4)
X =











0 1 1 0

0 0 1 0

0 0 0 0

1 1 1 0











, A
(5)
X =











0 1 0 0

0 0 0 0

1 1 0 0

1 1 1 0











.

Note, that we must search the median RAX
among all 24 = 4! components priorities options.

Median is the priority, which minimize functions (9) value. In this case solution was found among
priorities R(1) −R(5) (for other priorities options value of function (9) is bigger):
5
∑

j=1

ρA
(

R(1), R(j)
)

= 0 + 4 + 10 + 2 + 6 = 22,
5
∑

j=1

ρA
(

R(2), R(j)
)

= 4 + 0 + 6 + 6 + 10 = 26,

5
∑

j=1

ρA
(

R(3), R(j)
)

= 10 + 6 + 0 + 12 + 8 = 36,
5
∑

j=1

ρA
(

R(4), R(j)
)

= 2 + 6 + 12 + 0 + 4 = 24,

5
∑

j=1

ρA
(

R(5), R(j)
)

= 6 + 10 + 8 + 4 + 0 = 28 ...

Median components priority is RAX
= R(1) = (3, 2, 4, 1) or x4 ≻ x2 ≻ x1 ≻ x3. Next we find

criterion Y components priorities among all 6 = 3! options. Calculate elements of matrices A(i)
Y :

A
(1)
Y =







0 1 1

0 0 0

0 1 0






, A

(2)
Y = A

(3)
Y =







0 1 1

0 0 1

0 0 0






, A

(4)
Y =







0 0 1

1 0 1

0 0 0






,

A
(5)
Y =







0 1 0

0 0 0

1 1 0






, A

(6)
Y =







0 0 0

1 0 1

1 0 0






, A

(7)
Y =







0 0 0

1 0 0

1 1 0






.

Here R(6) = (3, 1, 2), R(7) = (3, 2, 1).
5
∑

j=1

ρA
(

R(1), R(j)
)

= 0 + 2 + 2 + 4 + 2 = 10,

5
∑

j=1

ρA
(

R(2), R(j)
)

=
5
∑

j=1

ρA
(

R(3), R(j)
)

= 2 + 0 + 0 + 2 + 4 = 8,

5
∑

j=1

ρA
(

R(4), R(j)
)

= 4 + 2 + 2 + 0 + 6 = 14,
5
∑

j=1

ρA
(

R(5), R(j)
)

= 2 + 4 + 4 + 6 + 0 = 16,

5
∑

j=1

ρA
(

R(6), R(j)
)

= 6 + 4 + 4 + 2 + 4 = 20,
5
∑

j=1

ρA
(

R(7), R(j)
)

= 4 + 6 + 6 + 4 + 2 = 22.

Median components prioritiy is RAY
= R(2) = R(3) = (1, 2, 3) or y1 ≻ y2 ≻ y3.

4 Calculation of weights and MCDM problem solution

Suppose that there are known objective measurements (x) and subjective expert evaluations
(y) of K test takers T (j), j = 1, 2, . . . ,K : x

(j)
1 , x(j)2 , . . ., x(j)n , y(j)1 , y(j)2 , . . ., y(j)m , 0 6 x

(j)
i , y

(j)
i 6 1:

T (j1) � T (j2), if (∀i) x(j1)i > x
(j2)
i & y

(j1)
i > y

(j2)
i . (10)

Suppose that 0 6 wxi, wyi 6 1 are weighted coefficients:
n
∑

i=1
wxi =

m
∑

i=1
wyi = 1. Then under

conditions (10) the following inequalities take place:

W (j1)
x >W (j2)

x & W (j1)
y >W (j2)

y . (11)

Here

W (j)
x =

n
∑

i=1

wxix
(j)
i , W (j)

y =
m
∑

i=1

wyiy
(j)
i . (12)
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It means that if all measurements values are bigger for object T (j1) than for object T (j2) then
each linear combination of measurements for T (j1) will also be bigger than for T (j2) provided that
weighted coefficients are nonnegative. In practice more often we have encountering situation when
results of the measurements are as follows: x(j1)i1

> x
(j2)
i1

and x(j1)i2
< x

(j2)
i2

. Then it isn’t possible
to apply criteria (10) for selecting better alternative. The idea of current study is to choose such
values of weights wxi, wyi which will guarantee proximity of values W (j)

x and W
(j)
y for 10% of

best security guards. The measure of closeness of these values would be sum of squares of ranks
differences.

Let’s denote R(j)
x and R(j)

y positive integers R(j)
x,y ∈ {1, 2, . . . ,K} satisfying condition: R(j1)

x,y <

R
(j2)
x,y , when W

(j1)
x,y > W

(j2)
x,y , i.e. they are ranks of numbers W (j)

x,y . Let’s define AKx and BKy as

subsets of the set {1, 2, . . . ,K}: AKx =
{

{j1, j2, . . . , jKx} : R
(ji)
x 6 Kx

}

,

BKy =
{

{j1, j2, . . . , jKy} : R
(ji)
y 6 Ky

}

including objects which have lowest ranks according to

the corresponding criteria (X and Y ) and having Kx and Ky elements respectively. Note, that
the lower is the rank, the better is the alternative.

The best alternatives selection task according to both criteria (12) is equivalent to the
task of finding the intersection of sets AKx ∩ BKy , which has the required number of elements
∣

∣AKx ∩BKy

∣

∣. If the number of elements
∣

∣AKx ∩BKy

∣

∣ is insufficient, it is necessary to increase
numbers Kx and Ky. Preferences of the selected alternatives could be determined by the follow-
ing criteria expressed as sum of criteria (12): W (j) =W

(j)
x +W

(j)
y .

Consider the following example. Suppose that 5 objects have 4 attributes of one type (X) and
3 attributes of other type – (Y ). Values of attributes are given in the Table 2. Let’s calculate

Table 2: Attributes xi and yj values for the 5 given objects.
x1 x2 x3 x4 y1 y2 y3

1 0.4 0.6 0.7 0.3 0.5 0.4 0.2
2 0.5 0.3 0.7 0.3 0.6 0.7 0.2
3 0.2 0.4 0.6 0.5 0.7 0.7 0.4
4 0.5 0.3 0.5 0.4 0.6 0.8 0.2
5 0.6 0.2 0.8 0.8 0.4 0.5 0.8

values of criteria (12) for the first object when weights are as follows:
wx,1 = 1

2 , wx,2 = 1
4 , wx,3 = 1

8 , wx,4 = 1
8 , wy,1 = 5

8 , wy,2 = 1
4 , wy,3 = 1

8 . We obtain criteria (12)

values: W (1)
x = 1

20.4 +
1
40.6 +

1
80.7 +

1
80.3 = 0.475,W

(1)
y = 5

80.5 +
1
40.4 +

1
80.2 = 0.4375.

Similarly calculate criteria values for the remaining 4 objects. All criteria values and their
ranks are presented in the Table 3. Previously defined sets AKx and BKy are those including

Table 3: Criteria W (j)
x and W (j)

y and their ranks values for the 5 given objects.
j W

(j)
x W

(j)
y R

(j)
x R

(j)
y

1 0.475 0.4375 2 5
2 0.45 0.575 3 3
3 0.3375 0.6625 5 1
4 0.4375 0.60 4 2
5 0.55 0.475 1 4

respectively Kx and Ky elements with lowest ranks R(j)
x and R

(j)
y : A1 = {5}, A2 = {1, 5},

A3 = {1, 2, 5}, A4 = {1, 2, 4, 5}, B1 = {3}, B2 = {3, 4}, B3 = {2, 3, 4}, B4 = {2, 3, 4, 5},
A1 ∩B1 = ∅, A2 ∩B2 = ∅, A3 ∩B3 = {2} and so on.
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Calculation of criteria weights is performed simultaneously with the decision of MCDM
problem. Suppose that there are known criteria-referenced assessments for certain alternatives
X(k) =

(

x
(k)
1 , x

(k)
2 , . . . , x

(k)
n

)

, Y (k) =
(

y
(k)
1 , y

(k)
2 , . . . , y

(k)
m

)

, k = 1, 2, . . . ,K and criteria X, Y
priorities are determined:

xj1 ≻ xj2 ≻ · · · ≻ xjn , yi1 ≻ yi2 ≻ · · · ≻ yim . (13)

According to the established criteria X, Y priorities (13) functions ϕ(X) and ψ(Y ) are deter-
mined as follows:

ϕ(X) =

n
∑

r=1

αjrxjr , where αj1 > αj2 > . . . > αjn > 0, (14)

ψ(Y ) =

m
∑

s=1

βisyis , where βi1 > βi2 > . . . > βim > 0. (15)

For identifying criteria weights we use the heuristic described in [13]. Require that the weighting
coefficients αj and βi satisfy normalizing condition (4).

Denote S(j1,j2,...,jn) class of all convolutions constructed on the base of weighted averages and
having priority feature (j1, j2, . . . , jn), i.e. satisfying condition (14). Analogous S(i1,i2,...,im) is a
class of all convolutions having priority feature (i1, i2, . . . , im) (satisfying condition (15)).

Suppose that ϕ and ψ are criteria X and Y convolutions having corresponding priority
features (13). For each alternative

(

X(k), Y (k)
)

we’ll calculate values of both criteria convolutions

ϕ
(

X(k)
)

, ψ
(

Y (k)
)

. Numbering them in ascending order we get ranks of alternatives: R(k)
x , R(k)

y .
Denote AKx

and BKy
sets of the best alternatives – i. e. those subsets of the set {1, 2, . . . ,K},

whose elements ranks satisfy the inequalities R(k)
x 6 Kx and R

(k)
y 6 Ky. In the set AKx

there
are Kx the best alternatives according to criteria X, similarly in the set BKy

there are Ky the
best alternatives according to criteria Y . Numbers Kx ir Ky are chosen so that the intersection
of sets AKx

∩BKy
have not less than 10 % of the best alternatives.

Then we search such functions ϕ and ψ that the number of elements of sets AKx and BKy

intersection should be the maximum:

max
ϕ ∈ S(j1,j2,...,jn)

ψ ∈ S(i1,i2,...,im)

∣

∣

∣AKx
∩BKy

∣

∣

∣ . (16)

Condition (16) means that we must select convolutions ϕ and ψ, which maximize criteria
X and Y compatibility. The number of convolutions ϕ and ψ, maximizing (16) can be great,
therefore additional optimization problem must be formulated.
Denote R(k)(α) and R(k)(β) ranks of the numbers

{

ϕ
(

X(1)
)

, ϕ
(

X(2)
)

, . . . , ϕ
(

X(K)
)}

and
{

ψ
(

Y (1)
)

, ψ
(

Y (2)
)

, . . . , ψ
(

Y (K)
)}

respectively (k = 1, 2, . . . ,K).
We’ll apply Indicator Rank Accordance method for minimizing ranks discrepancy function,

i. e. sum of squares of the highest ranks differences according to criteria X and Y :

CRKx,Ky
(α, β) = min

ϕ ∈ S(j1,j2,...,jn)

ψ ∈ S(i1,i2,...,im)

∑

k ∈ {AKx
∩BKy

}

(

R(k) (α)−R(k) (β)
)2
.

(17)

Here Kx and Ky are chosen so that the number of elements in the intersection AKx
∩ BKy

will
be equal to the desired number of selected objects.
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For example, suppose that for the data given in Table 2 five experts proposed criteria priorities
presented in Table 1. In Chapter 3 for these data we have determined criteria priority features
as follows: x4 ≻ x2 ≻ x1 ≻ x3, y1 ≻ y2 ≻ y3.
Therefore, we’ll search for weights values, satisfying conditions

α4 > α2 > α1 > α3, β1 > β2 > β3 (18)

and normalizing conditions (4) which maximize number of elements in the intersection of sets
(16) and minimize value of function (17). Let’s choose Kx = Ky = 3 and initial values of
coefficients as follows: α1 =

1
12 , α2 =

1
3 , α3 =

1
12 , α4 =

1
2 , β1 = β2 = β3 =

1
3 . Values of functions

ϕ(X(i)) and ψ(Y (i)) and their ranks for each alternative are given in Table 4.

Table 4: Values of functions ϕ(X(i)) and ψ(Y (i)) and their ranks values for the 5 given objects.
j W

(j)
x W

(j)
y R

(j)
x R

(j)
y

1 0.4417 0.33 3 5
2 0.35 0.45 5 4
3 0.45 0.54 2 1
4 0.3833 0.48 4 3
5 0.5833 0.51 1 2

A3 = {1, 3, 5}, B3 = {3, 4, 5}, A3 ∩B3 = {3, 5}, |A3 ∩B3| = 2.
So, in the sum (17) we have only 2 summands: CR3,3 (α, β) = (2− 1)2 + (1− 2)2 = 2.
In the next step we choose other values of coefficients satisfying conditions (18) and (4). If the
number of elements in the intersection of sets (16) is greater or equal than 2, we calculate function
(17) value. If this value is less than in previous step, values of these new coefficients are considered
to be the best solution before the next step. After the last step when all coefficients satisfying
conditions (18) and (4) are verified we’ll receive values of coefficients α1, α2, α3, α4, β1, β2, β3
which are the solution of MCDM problem. Finally, values of functions ϕ(X) and ψ(Y ) are
calculated and objects are ranked according to the criteria ϕ(X) + ψ(Y ).

5 Case study

The present problem has been solved in [13]. In the mentioned paper weighted coefficients of
criteria were calculated as the proportions of the collected scores to the total score. In the current
research the weights obtained by KEMIRA method. Results of selecting the best 10% security
guards will be compared with previous results. Moreover, guard ranking will be performed.

118 security guards were randomly selected from the company G4S Lietuva. 22 leader man-
agers (experts) ranked the competences described below.

Personnel elite – 10% the best employees of the private security company – are selected ac-
cording to six internal assessment criteria (x1−x6) and nine external evaluation criteria (y1−y9).
6 internal criteria are objective tests and measurements: x1 is employee’s theoretical and practi-
cal preparation; x2 – professional activity, x3 – mental qualities; x4 – physical development; x5
– motor abilities (personal physical conditions allowing to carry out physical tasks); x6 – fight-
ing efficiency. 9 external criteria are evaluation of subordinate by his immediate superior: y1 –
specialty knowledge, professionalism, y2 – diligence and positive attitude to work, y3 – behavior
with colleagues and supervisors; y4 – reliability at work; y5 – quality of work; y6 – workload
performance; y7 – image; y8 – development rate; y9 – being promising (potential to make a
career). Fragment of security guards evaluation criteria structure is given in Table 5. Table
5 data are given in the paper [13]. Note that all 15 criteria are associated with benefit and their
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Table 5: Security guards internal and external evaluation criteria.

Security guards
Internal criteria External criteria
x1 x2 . . . x6 y1 y2 . . . y9

a1 . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

a118 . . . . . . . . . . . . . . . . . . . . . . . .

greater value is better. Therefore criteria values were transformed to values xj∗i , y
j∗
i , belonging

to the range [0; 1] by the transformations (2). 22 independent experts determined preferences
separately for internal and external evaluation criteria. Criteria preferences established by ex-
perts are presented in the Table 6. A higher grade means that the criterion is more important.

Criterion X priority feature is determined from expert estimates of the form (j1, j2, . . . , j6).
For example, first expert set criterion X components priorities as follows: (x1, x3, x6, x4, x5, x2).
Here x1 is the most important and x2 – the least important component. Criterion Y priority fea-
ture is established similarly. For example, first expert set them in this order: (y2, y4, y1, y7, y5, y3,
y6, y8, y9). Generalized experts opinion expressing criteria priority feature is established by cal-
culating median with the respective metric (8) to calculate distances between priorities. Calcu-
lation of medians was performed by full re-selection of options, which is respectively 6! = 720
and 9! = 362880.

Medians were calculated separately for criterion X components xj and criterion Y compo-
nents yi by minimizing function (9) values. Two solutions were obtained for criterion X com-
ponents xj priority features: (1, 5, 3, 6, 4, 2), (1, 3, 5, 6, 4, 2). Criterion Y components yi priority
features were determined uniquely: (2, 4, 5, 3, 1, 7, 6, 8, 9). Therefore, criteria X and Y compo-
nents order was established respectively:

x1 ≻ x5 ≻ x3 ≻ x6 ≻ x4 ≻ x2 or x1 ≻ x3 ≻ x5 ≻ x6 ≻ x4 ≻ x2, (19)

y2 ≻ y4 ≻ y5 ≻ y3 ≻ y1 ≻ y7 ≻ y6 ≻ y8 ≻ y9. (20)

Table 6: Criteria X and Y components preferences established by experts.
Expert x1 · · ·x6 y1 · · · y9

1 615324 794853621
2 523164 795682341
3 513264 594681732
4 615342 597863421
5 615234 796853421
6 514263 596873421
7 423165 485972631
8 625341 685973421
9 546321 794863512
10 546123 674983521
11 413265 586972431

Expert x1 · · ·x6 y1 · · · y9
12 624153 695784321
13 645132 596873421
14 635142 786954321
15 413265 597863241
16 413265 798654231
17 614235 687945231
18 634152 698745231
19 415263 498671532
20 624153 596783421
21 526341 687954321
22 416325 697854231

Finally, cluster analysis [17] was applied to the data presented in the Table 6 to distinguish
a group of experts whose opinions are very close to each other and which form the majority of
the experts. By applying Between groups, Ward’s and Furthest neighbor methods the group
of experts with numbers {1,4,5,8,9,10,12,13,14,17,18,20,21,22} was selected. Further only those
experts priorities were examined to get criteria priority preferences, because we did not want to
distort the opinion of this group by the remaining minority group of experts. Kemeny median
method was applied for this reduced data array. For criterion X components xj the solution
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minimizing function (9) received as follows: (1, 3, 5, 6, 2, 4). Results for criterion Y components
yj were the same as in (20). Therefore, for the majority of experts criteria X and Y components
order was established respectively:

x1 ≻ x3 ≻ x5 ≻ x6 ≻ x2 ≻ x4 (21)

and (20). From the priority features (19), (21) and (20) it follows, that it is necessary to search
for convolutions ϕ and ψ in the form:

ϕ1(X) = α1x1 + α5x5 + α3x3 + α6x6 + α4x4 + α2x2, α1 > α5 > α3 > α6 > α4 > α2 > 0,

ϕ2(X) = α1x1 + α3x3 + α5x5 + α6x6 + α4x4 + α2x2, α1 > α3 > α5 > α6 > α4 > α2 > 0,

ϕ3(X) = α1x1 + α3x3 + α5x5 + α6x6 + α2x2 + α4x4, α1 > α3 > α5 > α6 > α2 > α4 > 0,

ψ(Y ) = β2y2 + β4y4 + · · ·+ β9y9, β2 > β4 > β5 > · · · > β8 > β9 > 0.

We define parameter values for our problem: number of investigated objects K = 118, num-
ber of criterion X components n = 6, number of criterion Y components m = 9. Values Kx = 21

and Ky = 21 were chosen to fulfill the condition
∣

∣

∣AKx
∩BKy

∣

∣

∣ = 12, since the goal is to select

the top 12 security guards. In the case of functions ϕ1(X) and ψ(Y ) the lowest criterion (17)
value was found CR21,21 (α, β) = 331 with the following values of weighted coefficients:

α1 α5 α3 α6 α4 α2 β2 β4 β5 β3 β1 β7 β6 β8 β9

0.202 0.202 0.197 0.191 0.11 0.098 0.32 0.149 0.14 0.12 0.085 0.064 0.053 0.035 0.034

The best 12 security guards, belonging to intersection of sets A21 ∩ B21 and ranked accord-
ing to the criterion W

(j)
1 = ϕ1(x

(j)) + ψ(y(j)) as follows: a56 ≻ a76 ≻ a91 ≻ a81 ≻ a21 ≻
a47 ≻ a36 ≻ a106 ≻ a34 ≻ a111 ≻ a102 ≻ a77. In the case of functions ϕ2(X) and ψ(Y ) the low-
est criterion (17) value CR21,21 (α, β) = 362 was obtained with these weighted coefficients values:

α1 α3 α5 α6 α4 α2 β2 β4 β5 β3 β1 β7 β6 β8 β9

0.194 0.192 0.188 0.182 0.132 0.11 0.29 0.24 0.094 0.089 0.082 0.078 0.055 0.055 0.017

The same 12 security guards got to the intersection of sets A21 ∩ B21. Alternatives ranked
according to the criterion W

(j)
2 = ϕ2(x

(j)) + ψ(y(j)) as follows: a56 ≻ a76 ≻ a91 ≻ a81 ≻ a21 ≻
a47 ≻ a36 ≻ a106 ≻ a111 ≻ a34 ≻ a102 ≻ a77. Two alternatives have exchanged places: a111 and
a34. The obtained results coincide with the results got in [13], since in the case of ϕ2(X) and
ψ(Y ) criteria priorities were set in the same order as in the mentioned article. For the generalized
opinion of the experts majority determined by cluster analysis the solution was sought between
the functions of the form ϕ3(X) and ψ(Y ). The minimum (17) value CR19,19 (α, β) = 373 was
obtained with these weighted coefficients values:

α1 α3 α5 α6 α2 α4 β2 β4 β5 β3 β1 β7 β6 β8 β9

0.2 0.19 0.19 0.19 0.133 0.097 0.25 0.249 0.12 0.1 0.081 0.07 0.05 0.05 0.03

The top 12 security guards are: a21, a34, a36, a47, a56, a72, a76, a81, a91, a102, a106, a111. The
difference from the previous cases when solutions were sought amongst functions ϕ1(X) or ϕ2(X)

is that a77 was changed by a72. Alternatives ranked according to the criterion W (j)
3 = ϕ3(x

(j))+
ψ(y(j)) as follows: a56 ≻ a91 ≻ a76 ≻ a81 ≻ a21 ≻ a36 ≻ a111 ≻ a47 ≻ a106 ≻ a34 ≻ a102 ≻ a72.
Ranking results differ from those accomplished by criteria W (j)

1 and W (j)
2 much more.
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6 Discussion and conclusions

Many authors studied the relationship between the set of qualitative indicators of human re-
sources and business performance. Recently, this phenomenon is gaining considerable economic
importance. A lot of recruitment methods, whose main aim is to help organizations make the
best personnel management decisions, are being created. Many authors have expressed concern
about the human resources performance assessment process because it can be biased due to the
non-compliance of methods [1]. Traditional human resource evaluation and selection methods are
usually based on a statistical analysis for evaluation of objective indicators thought to reflect the
realities. However, it is important to assess not only known but also unknown, hard-diagnosable
factors. Solution of this problem requires modern techniques involving large amounts of uncer-
tain and subjective information [38]. For the assessment of indicators it is necessary to apply a
taxonomy based sorting principles [7]. The different types of equally important factors should
be grouped into separate sub-criteria [41]. There can be two or more sub-criteria. In selection
process sub-criteria are given the same weights. This paper presents an algorithm which opens
possibilities for recruitment in compliance with the above requirements. Sub-criteria applied to
the evaluation of candidates reflect subjective and objective information about the candidates.
In the current paper two equally important hierarchical structures were generated and a new
method for ranking proposed. This method combines expert (subjective) evaluation and testing
indicators (objective evaluation) hierarchical layout.

In the article a new approach to MCDM problem, when objects are evaluated by two groups
of criteria having different origin, is presented. In the first stage criteria components preferences
are established separately in each group by applying the novel method of Kemeny medians.
Method of Kemeny medians can be used when information about criteria components prefer-
ences established by independent experts is available. In the second stage criteria weights are
determined and MCDM problem is solved by applying proposed Indicator Rank Accordance
method. Principle of this method is to choose criteria weights values from the set of all possible
values which maximize number of elements having lowest ranks according to the both criteria
(16) and minimize sum of squared ranks differences calculated for two groups of criteria (17).
A case study of selecting top 12 security guards was analyzed by KEMIRA method. For the
proposed data method of Kemeny medians was applied twice: for all experts and for the majority
group of experts distinguished by cluster analysis methods.

The proposed methodology allows to weigh and synthesize subjective (managers assessments)
and objective (the candidates skills) indicators. In general, there can be more than two groups of
criteria having different origin. Method of Kemeny medians is useful for a wide range of MCDM
problems when priority of criteria must be established according to experts evaluation. New
KEMIRA method opens up the new opportunities of application and development of decision-
making methods not only in the selection of personnel. It is suggested that this type of research
could be extended to other areas of human activities where MCDM problems arise (business,
manufacturing, trade and etc).
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sion making model based on wisdom-of-crowds principle for selection of the group of elite
security guards, Archives of Budo, 9(2): 135–147.

[13] S. Dadelo, A. Krylovas, N. Kosareva, E.K. Zavadskas, R. Dadelienė (2014); Algorithm of
maximizing the set of common solutions for several MCDM problems and it’s application for
security personnel scheduling, International journal of computers, communications & Control,
9(2): 140–148.
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Abstract: The performance of networked control systems is affected strictly by
time delay. Most of the literature in the area handle the problem from a stability per-
spective. However, stability optimized algorithms alone are not sufficient to reduce
synchronization problems caused by time delay between the action and reaction in
geographically distant places, and the effect and performance of other system compo-
nents should also be taken into account. In teleoperation applications the reference
is often provided by a human, known as the operator, and due to the nature of the
human system, references provided by the human operator are of a much lower band-
width when compared to common control reference inputs. This paper focuses on the
operator, and proposes an approach to predict the manipulator’s motion (created by
the operator) ahead of time with an aim to reduce the time delay between the mas-
ter and slave manipulator trajectories. To highlight the improvement offered by the
developed approach, hereby called Predictive Input Delay Compensator (PIDC), we
compare the performance with the only other study in the literature that handles this
problem using the Taylor Series approach. The performance of these two approaches
is evaluated experimentally for the forward (control) path on a PUMA robot, manip-
ulated by a human operator and it has been demonstrated that the efficient latency
in the forward path is decreased by 100ms, on average, reducing the forward latency
from 350ms to 250ms.
Keywords: communication network delay, delay regulator, Grey predictor, Taylor
series, teleoperation.

1 Introduction

Because of their huge potential to contribute to human life in many different ways, tele-
operation and bilateral control systems have been attracting significant interest in control and
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communication communities. Telesurgery using remote medical robots, exploration in hazardous
environments using teleoperating robots could be good examples of such promising applications.
The ultimate aim of a networked control system is the synchronization of the position and/or
force between the master and slave in geographically distant motion control systems. Currently,
the most widely used network communication medium is the Internet. However, the Internet
brings a variable delay between the transmitted channels. This makes control implementations
over the Internet challenging. The problem of variable can be eliminated via delay regulators [1]
resulting in constant, and often relatively long delays.

Time delay compensation problem in bilateral control systems has been addressed by many
different approaches. To name a few of the major methods, scattering variables [2], wave variables
[3], Smith-Predictor (SP) [4], Astrom’s modified SP [5], sliding-mode control (SMC) [6] and ,
via the design of communication disturbance observer (CDOB) [7]. Moreover optimal control
methods are used to find an optimal solution in terms of stability and performance constraints
of the system [8].

The focus of this study will again be on the performance improvement of master-slave position
tracking in networked robot control systems. While the ultimate goal of the networked control is
full synchronization, network delay between master and slave is a major obstacle for the desired
performance, and network delays happen randomly. In teleoperation applications the reference
is often provided by a human, known as the operator. Due to the nature of the human system,
references provided by the human operator are of a much lower bandwidth when compared to
common control reference inputs, and this can sometimes be problematic. All of the above
mentioned studies discuss system stabilization under network delay [9], but do not address the
operator delay, which also contributes to the delay between master and slave. Meanwhile, the
prediction of the input delay (in this case, created by the human operator) has the potential
to reduce this network latency. However, to the authors’ best knowledge, the only study in the
literature addressing this concept is [9], which uses a Taylor series based analytical approach
to handle this problem. Taylor series simply performs the extrapolation of position based on
velocity, meanwhile acceleration has significant effect on both velocity and position, and affects
the prediction error negatively.

In this study, we propose a method based on Grey Prediction for Predictive Input Delay
Compensation, and demonstrate experimentally the advantages of the proposed method over
the one using Taylor Series in predicting the operator’s motion. The Grey prediction not only
performs extrapolation, but unlike the Taylor Method fits a differential equation to the system
dynamics. As a result, grey prediction is more effective in considering the transients, hence, the
acceleration.

The organization of the paper is as follows. Section II presents the benchmark Taylor Series
based predictor. Section III presents Grey Prediction. Section IV introduce the Networking
Control System and the application of the both two predictor on it. Section V introduce the
experimental setup and results with conclusions in Section VI.

2 Taylor based PIDC as Benchmark System

In this section, we will first discuss the benchmark PIDC approach based on Taylor Series.
Subsystems of the human, such as skeleton, muscle, and neural systems behave similar to mass-
spring-damper like structures, hence result in a high time constant for the operator. This also
makes it acceptable to assume the human motion output to be continuously differentiable in
time [9].

By accepting this assumption, future signal values can be predicted using simple geometric
approaches. The prediction formula is
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lim
T→0

qmi(n+H) ≈ (H + 1)qmi(n)−Hqmi(n− 1) (1)

Here qmi(n + H) denotes H step further value , qmi(n) denotes current value and finally
qmi(n− 1) denotes previous value. We must mention that, there are just two error source which
is neglected. One is high order terms and the second is discretization.

3 Grey based PIDC

Grey system theory [10] is developed for systems characterized by uncertain information.
Grey Prediction is a scientific quantitive prediction method which is based on the theoretical
treatment of the original data to determine the future output of the system [11]. Basically,
it can be defined as a local curve fitting extrapolation method, which requires four data sets
only. In Grey Systems, GM(n,m) denotes a grey model. Here n denotes the order of the
difference equation, and m is the number of the variables. The commonly used Grey Model is
of the GM(1, 1) type. It represents the first order derivative, and one input variable is used for
prediction purposes. The process of the Grey Prediction can be given as below [?]:

Step 1: Collecting the original data sequence, and using generalized coordinate,

q
(0)
mi =

{

q
(0)
mi (1), q

(0)
mi (2), . . . , q

(0)
mi (N)

}

, N ≥ 4 (2)

where

q
(0)
mi (N) = qmi(n) (3)

q
(0)
mi (N − 1) = qmi(n− 1) (4)

. . .

q
(0)
mi (1) = qmi(n−N + 1) (5)

(6)

Here N denotes buffer size, q denotes generalized coordinate, m subscript denotes master side
not slave side, i subscript denotes ith joint angle. For instance qm3 denotes master manipulators
3rd joint angle. Moreover, q(0)mi denotes zero order AGO of qmi.

Step 2: Conducting an accumulated generation operation, AGO, on the original data sequence
in order to diminish the effect of data uncertainty;

q
(1)
mi =

{

q
(1)
mi (1), q

(1)
mi (2), . . . , q

(1)
mi (N)

}

, N ≥ 4 (7)

Where

q
(1)
mi (k) =

k
∑

i=1

q
(0)
mi (i), k = 1, 2, . . . , N (8)

Here the q(1)mi denotes first order AGO of qmi.
Step 3: Establishing the Grey difference equation and then calculating its background values;

q
(0)
mi (k) = −aizi

1(k) + bi (9)
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(1)(k) = 0.5

{

q
(1)
mi (k) + q

(1)
mi (k − 1)

}

(10)
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Here the ai denotes developing coefficient in Grey Theory, bi denotes Grey input.
Step 4: Constructing data matrix B and data vector Y;

B =













−zi
(1) (2) 1

−zi
(1) (3) 1

...
...

−zi
(1) (N) 1













(11)

Yi =
[

q
(0)
mi (2) , q

(0)
mi (3) , . . . , q

(0)
mi (N)

]T
(12)

Step 5: Resolving the matrix;

Yi = Biâi (13)

âi = BT
i B

−1
i BT

i Yi =

[

ai

bi

]

(14)

Step 6: Deriving the solution to the Grey difference equation;

q
(1)
mi (k + 1) =

[

q
(0)
mi (1)−

bi
ai

]

e−aik +
bi
ai

(15)

Step 7: Conducting the inverse accumulated generation operation to obtain a prediction value

q
(0)
mi (k + 1) =

[

q
(0)
mi (1)−

bi
ai

]

e−aik(1− eai) (16)

Step 8: By Substituting k with N +H − 1

q
(0)
mi (N +H) =

[

q
(0)
mi (1)−

bi
ai

]

e−ai(N+H−2)(1− eai) (17)

Step 9: By Rearranging formula

qmi (n+H) =

[

qmi(n−N + 1)−
bi
ai

]

e−ai(N+H−2)(1− eai) (18)

4 A Configuration for the Networked Control System

Here we will introduce our proposed networked control system configuration to explain the
requirement and the performance measure of the Predictive Input Delay Compensator (PIDC)
algorithms. However first, we will introduce our standard configuration without the PIDC. In
the standard configuration, the operator forces the master manipulator to a desired posture,
which in turn will dictate the slave motion. In order for the slave to track the master motion
in the closest possible way, on the master side, an Astrom Smith Predictor (ASP ) generates
the control signal for the model plant. Then the control signal generated on the master side, is
transmitted to the slave side passing through a Delay Regulator Send unit (DRSm)" through the
Internet to Delay Regulator Receive unit (DRRs). On the slave side, a Model Tracking Control
(MTC) algorithm inputs the received control to an other model process (same as the model
plant at master side) and forces the slave manipulator to track the trajectory of the model plant.
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The angular displacement output of the MTC is fed back to the ASP passing through a Delay
Regulator Send unit (DRSs) through the Internet to Delay Regulator Receive unit (DRRm). [1]

Here τoq{1,2,3} denote the joint torques generated by the operator, τqm{1,2,3} denote the joint
torques applied to the manipulator after the addition of gqm{1,2,3} gravitational compensation
terms. τmq{1,2,3} denote the torque signals fed to DRSm to be sent to slave side. τ̄mq{1,2,3}

denote the delay regulated torque signals coming through the Internet from the master to the
slave. τcq{1,2,3} denote the joint torques generated by MTC, τqs{1,2,3} denote the joint torques
applied to the manipulator after the addition of gqs{1,2,3} gravitational compensation terms.
Finally qs{1,2,3} denote the slave manipulator’s joint angle (actual) positions.

In this study, the Predictive Input Delay Compensator (PIDC) unit is added to this con-
figuration between the operator and ASP . With this addition, it is now possible to predict and
compensate the delay caused by the operator, which will allow sending the master side informa-
tion to the slave side with less delay. This reduced delay increases the synchronization between
the master and slave trajectories. To reduce nonlinearities of the master and slave manipulators,
namely to increase the compliance on the master side and compensate the gravity on the slave
side, gravity compensation blocks GCm and GCs added, respectively. The overall master-slave
architecture is given in Fig. 1. However the function detail of each block is outside the scope of
this study, and will not be discussed.

5 Experimental System and Results

Next, experiments have been performed to conduct a comparative performance evaluation
for the Taylor based and Grey prediction approaches. The 6-DOF PUMA560 Industrial Robot
is used for experimentation. The manipulator is operated as a 3-DOF system by the operator as
can be seen in Fig. 2.

The well-known Euler-Lagrange based dynmaic model of the manipulator has the following
general form:

M(q).q̈ + V (q, q̇).q̇ +G(q) = Γ (19)

where,
q : nx1 position vector
M(q) : nxn inertia matrix of the manipulator

V (q, q̇) : nx1 vector of Centrifugal and Coriolis
terms

G(q) : nx1 vector of gravity terms
Γ : nx1 vector of torques

In this study the system will be taken on the consideration as an independent joint control
system. This approach allows each manipulator joint to be controlled independently as a SISO
system, with the nonlinearities and couplings taken as a disturbance affecting each joint actuator.

For our experimental system, since the human speed is considerably low, the main nonlin-
earities come from the gravity effect G(q). For that reason, in our experiments we apply system
gravity compensation G̃(q) ≈ G(q), to cancel and/or reduce the gravity effect on the experimental
system to a negligible level.

The use of an independent joint control system approach, simplifies the system to be estimated
to a one-degree-of-freedom process.
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Figure 1: Extended Control Scheme of Networked Control

Experiments are performed for three cases. Then, q̃mi is also evaluated for three separated
case. These cases and evaluation formulas are;

Case 1: No PIDC

q̃mi(n) = qmi(n) (20)

Case 2: Taylor Series based Benchmark PIDC

q̃mi(n) = (H + 1)qmi(n)−Hqmi(n− 1) (21)
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Figure 2: Experimental Setup

Case 3: Grey Theory based Proposed PIDC

q̃mi(n) =

[

qmi (n−N+ 1)−
bi
ai

]

e−ai(n+H−1)(1− eai) (22)

The results of those experiments are seen in Fig. 3. Here, Fig. 3a and Fig. 3b depict the
results for the first joint , Fig. 3c and Fig. 3d for the second joint, Fig. 3e and Fig. Fig. 3f for
the third joint. The performance of each joint is further demonstrated by also highlighting the
zoomed version of the region marked in red. The figures in the right are zoomed versions for the
highlighted sections in the diagrams on the left side. For each figure, the grey line represents
the operator motion, which is taken as the reference motion to be predicted. The solid line
depicts the Grey Predictor’s output, and finally dashed line demonstrates the output of the
benchmark Taylor Series based predictor. In each figure, it is easily seen that when the angular
velocity is low, both algorithms demonstrate similar performance. However when the acceleration
increases, the performances show differences. Only operation intervals where there is significant
operator motion have been selected in the zooms of Fig. 3b, Fig. 3d and Fig. 3f. In all three
figures, we see that the Grey Prediction method achieves a faster prediction of 100ms on average
when compared with the Taylor based approach. On the other hand, the benchmark method
demonstrates a prediction performance that varies between 10ms and 100ms, and demonstrates
a poor performance in tracking transients as indicated by the high amplitude oscillation observed
in Fig. 3b starting at 5.7ms, and in Fig. 3d starting at 2.8ms for the benchmark system output.
Hence, it can be said that the proposed Grey based PIDC demonstrates a faster and more
accurate prediction performance then the Taylor based PIDC.
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Figure 3: Measured and Predicted Angular Positions of each joint and zoomed versions a) joint
1, b) zoomed area of joint 1, c) joint 2, d) zoomed area of joint 2, e) joint 3, f) zoomed area of
joint 3
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6 Conclusion

In this study, a Grey system theory based PIDC is developed and implemented for the
prediction of the master manipulator motion in order to reduce the transmission latency between
the master and slave. Our philosophy is to reduce the latency in every way possible within our
capability, considering network latency is unavoidable and random.

Experiments are conducted on a PUMA 560 manipulator which is just compensated for grav-
itational force to allow easy manipulation for the operator. The operator randomly manipulates
the arm, while both the benchmark and proposed schemes predict the future trajectory of the
robot motion created by the operator. The proposed approach outperforms the Taylor Series
based benchmark approach, by predicting the joint motions approximately 100ms ahead on aver-
age, while the benchmark’s predictor performance varies between 2.8ms-100ms. Based on these
results, it can be concluded that Grey Prediction meets our motion prediction requirements
better then the Taylor Series based approach, which is currently the only other study in the
literature to address input delay compensation.
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Abstract: One of the applications of Delay Tolerant Networking (DTN) is rural
networks. For this application researchers have argued benefits on lowering costs
and overcoming challenging conditions under which, for instance, protocols such as
TCP/IP cannot work because their underlying requisites are not satisfied. New re-
sponses are required in order to understand the true adoption opportunities of this
technology. Constraints in service level agreements and viable alternative pricing
schemes are some of the new issues that arise as a consequence of the particular op-
eration mode. In this paper, we propose a novel model for pricing delay tolerant
services, which adjusts prices to demand variability subject to constraints imposed by
the DTN operation. With this model we also show how important parameters such as
channel rental costs, cycle times of providers, and market sensitivities affect business
opportunities of operators.
Keywords: Delay Tolerant Networks Pricing, Capacity Management, Economic
Models.

1 Introduction

Networks deployed in low income isolated areas operate in challenging environments char-
acterized by discontinuous power supply and long distance wireless link connections. Their
architectures are adapted to reduce costs, but they are prone to fail due to severe bandwidth
restrictions, an operation highly dependent on weather conditions, and low levels of redundancy
on key elements. These facts lead to intermittent connectivity between end to end points, which
breaks the main assumption for the proper operation of the TCP/IP protocol suite.

The research networking community introduced the concept of intermittent connected net-
works (ICN) to cope with this environment. According to [15], ICN can be defined as:

Copyright © 2006-2016 by CCC Publications - Agora University
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An infrastructure-less wireless network that supports the proper functionality of
one or several wireless applications operating in stressful environments, where ex-
cessive delays and unguaranteed continuous existence of end-to-end path(s) between
any arbitrary source-destination pair, result from highly repetitive link disruptions.

The core element is the uncertainty in connectivity partially solved by two mechanisms: store-
and-forward and flooding. In the first mechanism, the network’s nodes are capable of storing
data during periods of disconnection and forwarding to other nodes closer to the destination
when a link is established. In the second mechanism, flooding copes with the routing problem.
As nodes cannot maintain origin-destination paths, the network is programmed to send many
copies of the same data towards different nodes to increase the probability of reaching the final
destination.

For isolated networks the first project introducing this concept was [19] with a two-fold ob-
jective: to reduce operational cost using offline data mule connections implemented by existing
transportation methods such as buses, motorcycles, bicycles, etc., and to provide an infrastruc-
ture capable of overcoming interruptions. Then the idea was extended to use mechanic backhauls
and the Delay Tolerant Network architecture (DTN) proposed by the Internet Engineering Task
Force (IETF) to handle ICNs [4].

In recent years prototypes such as [5, 9] using DTN or similar architectures have appeared.
Potential operators deploying networks in isolated regions would fulfil a mix of delay tolerant and
real time services such as video conferencing for medical procedures. We envision that real time
services are going to be operated using technologies resulting from projects deploying low-cost
infrastructure for cellular networks, see [1,21], or by wireless channels connected to infrastructure
provided by states, i.e, the e-Mexico system [23], the National broadband plan in India [24], the
broadband infraCo in South Africa [22], to name a few.

Although most of these proposals cover technical parts of the network, the economics of the
services being fulfilled are not considered. Therefore, their sustainability is strongly compromised.
In economic terms, providers establish service level agreements (SLAs) to offer alternatives re-
garding the quality of services and prices that customers are willing to pay. Right now, these
agreements are based on measures including, but not limited to, packet loss ratio, connection
latency and bandwidth. Once the agreement is established the provider charges services accord-
ing to the rules defined in the SLAs. Nonetheless, potential operators in isolated areas cannot
directly use these measurements; they are based on the assumption of end to end connectivity
which is not guaranteed in the rural environment. So one of the problems faced by these opera-
tors is how to establish SLAs for a diverse set of customers in networks delivering delay tolerant
and real time services.

In this paper we propose, as a first step, an integrated pricing and resource assignment policy
for a delay tolerant service. This proposal is based on two service agreement elements and it
optimizes the expected profits from the operator’s point of view. Furthermore, using real data
from a rural network we test the validity of this model to adjust to variability on traffic demand
and study its behavior under different scenarios.

The remainder of this paper is organized as follows. Section II provides an overview of
previous proposals on Internet service usage pricing. Section III introduces a novel pricing model
tailored to a delay tolerant service. This model is based on traffic management and average time
of delivery. Scenario test-bed settings and results are presented in section III. Finally, section IV
summarizes and concludes the paper.
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2 Related Work

From the introduction of the Internet, authors like [10] have argued the necessity of creating
and using charging models to induce an optimal network resource usage. For Internet connec-
tivity in low income regions, which can be isolated, an optimal resource assignment is even more
important, howsoever, there is no room for light users to subsidize heavy users, nor enough ca-
pacity to deliver non-priority services without affecting high-priority services, the profit enablers
for operators [2]. To the best of our knowledge this paper is the first to introduce charging meth-
ods for networks using the delay tolerant architecture. Despite its novelty, the proposal takes
elements of general charging models for the Internet and, in particular, it recaptures conclusions
to increase operator performance under time-variance consumption patterns, see [11, 16, 20] for
an overview of alternative research approaches.

Hande et al [8] introduce models to understand the relationship between the revenues of a
monopolist Internet Service Provider(ISP) and the price sensitivity of users under a two part
tariff. They conclude that in markets with high price sensitivity, normally found in low income
regions, most of the revenues come from the usage based portion of the price. Even more, the
paper suggests that the loss in revenue can be mitigated if the ISP implements charging based on
consumption. Following these conclusions, the proposed model assumes that the ISP collects the
usage part of the tariff and it has previous knowledge of the demand function based on the price
sensitivity. This paper extends the formulation by including quality attributes on the demand
function and costs. These extensions help to provide insights regarding ISP profitability and
service quality experience.

Jian L. et al [12] introduce a price scheme to be implemented by a monopolist operator having
a set of users, whose utilities not only depend on the traffic quantity, but on the specific access
time. They show that the level of revenue extracted by the ISP depends on the information
available. With perfect information, the ISP can extract the maximal revenue. When the ISP
has only information about the traffic in different time-slots, a more realistic scenario, the loss in
revenue compared with the maximal value is in general not bounded. Contrary to their proposal,
we partially discard the additional utility received by users when access the network in a specific
time-slot.

The present proposal utilizes a demand changing during the day and forecast prices. We ex-
pect that users being charged move to their preferred time-slot as they know pricing information,
which somehow follows the results presented by [7]. For us, based on an actual deployment, the
authors verify that repeating a game, in which users take into account net prices to decide either
to wait or to use the network, helps not only to decrease congestion periods but to increase the
network usage.

3 Proposed Pricing Model

Operators have two modes for connecting to the Internet. The first mode is a real time
connection with cost and bandwidth capacity. Its cost is measured in value per unit of traffic
volume and its bandwidth is measured in traffic volume per unit of time. The second mode is
a mechanic backhaul connection with a by trip transit time (delivery time), cost, and capacity.
Operators can divide traffic in both connections. Users receive in real time part of the content,
for instance the web page’s text, and, after the delivery time, the rest, images and videos. This
way of operation is beneficial for users and providers. Users consume a reduced service instead
of no service and providers increase the use of the network.

Information is relevant to users during a certain period of time. This is closely related to the
value given by users to services, which is partially determined by whether the operator might
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or not deliver the information within that period. Then, the delivery time becomes an intrinsic
quality characteristic for delay tolerant services to be modelled as part of the demand.

In this proposal the idea of Grade of Service (GoS) was adapted to make quality operational
for delay tolerant services. GoS is defined, see [6], as a set of traffic engineering variables used
to measure the adequacy of a group of resources to fulfil a service under a specified condition.
An important concept behind GoS is the average behavior, which is used to aggregate the
performance of different resources into a unique measure. Following this idea, DTN operators
are interested in measuring the adequacy of the resources (the two connection modes) for user’s
preferences on time of delivery. We propose that operators might use the weighted average time
required to get answers to a user’s request as a measure of the service’s quality.

Our proposed model for pricing delay tolerant services includes price and average delivery time
as factors determining aggregated demand. It creates an optimal policy for price and average
delivery time searching for the maximum amount of profits. In the following subsections we
present the main assumptions: the mathematical representation for the situation being modelled
and the development of its solution.

3.1 Assumptions

Demand

In this paper demand constructions suggested by authors in [3] are used. They fixed the
relationship between demand, price and time by the following linear function.

D(P, T ) = a− βPP − βTT, (1)

where a is the potential market size, βP and βT are the corresponding sensitivity of demand to
price and to delivery time. The potential market size is generalized because demand fluctuates
within the hours of days and between days. We propose a as a function of time, which is
continuous and differentiable. The end form aggregated demand used in this proposal is:

D(t, P, Tavg) = a(t)− βPP − βTTavg (2)

Costs

The mechanic backhaul connection is charged by a third party. The vendor charges by the
distance travelled and not by how much information is being travelled. From the operator’s point
of view this charge is a fixed cost by trip.

The real time connection is used for fulfil priority and non-priority services –delay tolerant
services belong to the second category–, and it has a channel rental cost.

Constant capacity

The model assumes that connections cannot increase capacity dynamically as more demand
is requested from users. The mechanic backhaul capacity is determined by the connection band-
width and the total time that the vehicle is connected to the main gateway.

Constant consumption

Requests generated by users in the network are dissimilar in terms of data to be transferred.
However, the operator needs to establish prices before observing the actual use of the network.
The estimate of the average download and upload consumption is used to charge users. The
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estimate is an input parameter for the model and it is included in the potential market size
function a(t).

3.2 Mathematical formulation

The operator needs a rule that defines traffic going to be served by the mechanic backhaul
connection (F1(t)) or by the real time connection (F2(t)) and the price to charge. See figure 1.
Each connection has a common set of parameters defined by the tuple (T,C) where T means
time of delivery, and C means cost. The real time connection has an instant capacity K2. The
mechanic backhaul connection has a by trip capacity CAPmb. The operator wants to maximize
profits while maintaining the service mean delivery time (Tavg). The operator cannot differentiate
among customers willing to pay more for the time provision.

D(t, P, Tavg)

F1(t)

F2(t)

(T1, C1, CAPmb)

(T2, C2,K2)

GW

GW

I(t)

Figure 1: Elements in the general model

The general model could be stated as:

Max

T1
∫

0

P (t)(F1(t) + F2(t))− C1F1(t)− C2F2(t)dt

Subject to

I ′(t) = −F1(t) (3a)

I(T1) > 0 (3b)

F1(t) + F2(t) = a(t)− βTTavg − βPP (t) (3c)

F2(t) 6 K2 (3d)

(Z(t)− 1)F1(t) 6 F2(t) (3e)

F1(t) > 0 (3f)

F2(t) > 0 (3g)

P (t) > 0 (3h)

I(0) = CAPmb (3i)

The first constraint indicates that the instantaneous change in the backlog of traffic going
to be served by the mechanic backhaul connection is equal to the flow using that channel. The
second constraint establishes that the aggregate capacity for services using the mechanic backhaul
connection cannot be more than the capacity available. In particular, this condition must be
true at the end of the cycle time.

The third constraint establishes that demand must go by either of the channels. It constitutes
the relationship between channel use and price and service mean delivery time. Constraint four
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indicates that the quantity of flow using the real time connection must be less than or equal to
the capacity available.

Requests made at time t and using the mechanic backhaul must at least have a travel time
equal to the vehicle cycle time T1. Moreover, when the arrival time coincides with the vehicle
being in transit, it has to wait the remaining cycle time and another cycle. Therefore, the traffic
going by the mechanic backhaul as part of a request made at time t must to wait 2T1 − t.

Then, the mean delivery time for services being handled at time t is given by:

L(t) =
(2T1 − t)U1(t) + T2(t)U2(t)

U1(t) + U2(t)
(4)

We can assume that T2(t) = 0 for all t. This measure according to the SLA maintained by the
operator has to be less than or equal to Tavg. Defining the decreasing function Z(t) = 2T1 − t/Tavg

the expression is reduced to the following inequality which corresponds to constraint number
five. The reader must note that it is valid only for the set {t ≤ T1 : Z(t) ≥ 1}.

(Z(t)− 1)F1(t) 6 F2(t) (5)

Finally, we define b(t) = a(t) − βTTavg as the function representing the potential market at
time t after discounting the sensitivity of users for the average time.

3.3 Optimal Policy

In this subsection we develop the optimal policy for problem (3). First, the optimal policy
for the formulation without the time average constraint is developed; then as a second step, the
policy is extended to include the average time constraint.

The optimal policy when providers can break the time average constraint

We introduce a new constraint in F1(t) in order to make easier the optimal policy develop.
This constraint limits the amount of flow using the mechanic backhaul connection at any time,
which is written as F1(t) ≤ K1. Multiplier functions θ(t), λ1(t), λ2(t), λ3(t), λ4(t), λ5(t), λ6(t)
are respectively associated with (3a), (3c), F1(t) ≤ K1, (3d), (3f), (3g), (3h) to calculate the
Hamiltonian (H) and Lagrangian (LH), which are, see [14]:

f(t, I, F1, F2, P ) = P (t)(F1(t) + F2(t))− C1F1(t)−C2F2(t) (6a)

g(t, F1) = −F1(t) (6b)

h1(t, P, F1, F2) = b(t)− βPP (t)− F1(t)− F2(t) (6c)

h2(t, F1) = K1 − F1(t) (6d)

h3(t, F2) = K2 − F2(t) (6e)

h4(t, F1) = F1(t) (6f)

h5(t, F2) = F2(t) (6g)

h6(t, P ) = P (t) (6h)

H(t, I, F1, F2, P, θ) = f(.) + θ(t)g(.) (6i)

LH(t, I, F1, F2, P, θ,λ) = f(.) + θ(t)g(.) + λh (6j)

from which we obtain the necessary conditions for optimality:
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LHP = F1(t) + F2(t)− λ1(t)βP + λ6(t) = 0, (7a)

LHF1 = P (t)− C1 − θ(t)− λ1(t)− λ2(t) + λ4(t) = 0, (7b)

LHF2 = P (t)− C2 − λ1(t)− λ3(t) + λ5(t) = 0, (7c)

LHλ1 = b(t)− βPP (t)− F1(t)− F2(t) = 0, (7d)

θ′(t) = −HI = 0, I ′(t) = −F1(t), θ(T1) ≥ 0, θ(T1)I(T1) = 0, (7e)

λ4(t) ≥ 0, λ4(t)F1(t) = 0, λ5(t) ≥ 0, λ5(t)F2(t) = 0, λ6(t) ≥ 0, λ6(t)P (t) = 0, (7f)

λ2(t) ≥ 0, λ2(t)(K1 − F1(t)) = 0, λ3(t) ≥ 0, λ3(t)(K2 − F2(t)) = 0, (7g)

From (7) and integrating θ′(t) = 0 we have θ(t) = θ0. Without loss of generality we are
going to restrict the optimal path to prices greater than zero, so λ6(t) = 0. The reader must to
observe:

1. Assuming C1 < C2, the unconstrained problem has as optimal price P ∗
1 (t) = b(t) + (C1 + θ0)βP/2βP .

It is important to note that the function f(t) is strictly concave in the parameter P ,
fPP = −2βP < 0, and it is concave in the parameter F1, Therefore, this value is a global
optimum. Let D1(t) = b(t) − (C1 + θ0)βP/2 the demand corresponding to P ∗

1 (t).

2. Because the mechanic backhaul channel has lower cost (C1 < C2), the optimal solution
uses it as much as possible until the point D1(t). Indeed, if K1 > 0⇒ F1(t) > 0.

Now, we calculate the optimal paths as functions of the maximal instantaneous capacity for
the mechanic backhaul K1. All cases are developed in the following paragraphs.

Case 1. K1 > D1(t). The constraint on the mechanic backhaul traffic is not binding. From
observation two we have: F ∗

2 (t) = 0, λ∗2(t) = 0, λ∗3(t) = 0, and λ∗4(t) = 0. Replacing these
results on the set of equations 7, we can calculate the remaining optimal paths as: F ∗

1 (t) =
b(t) − (C1 + θ0)βP/2, λ∗1(t) = b(t) − (C1 + θ0)βP/2βP , and λ∗5(t) = C2 − C1 − θ0.

Case 2. K1 ≤ D1(t) and F ∗
2 (t) = 0. From these conditions and observation two we conclude

λ∗3(t) = 0 and λ∗4(t) = 0. These let us to find optimal values for the rest of the functions.
Those values are: P ∗

2 (t) = b(t) −K1/βP , λ∗1(t) = K1/βP , λ∗2(t) = b(t) − 2K1 − (C1 + θ0)βP/βP , λ∗5(t) =
2K1 + C2βP − b(t)/βP .

Case 3. K1 ≤ D1(t) and F ∗
2 (t) > 0. In this case P ∗

3 (t) = b(t) + C2βP/2βP , F ∗
1 (t) = K1, F

∗
2 (t) =

b(t) − C2βP − 2K1/2, λ∗1(t) = b(t) − C2βP/2βP , λ∗2(t) = C2 − C1 − θ0, λ
∗
3(t) = 0, λ∗4(t) = 0, λ∗5(t) = 0.

Additionally, it is defined D2(t) = b(t) − C2βP/2.
Case 4. K1 +K2 ≤ D2(t). From observation one, the objective function concavity in P (t)

for a given t, and the fact that it is increasing in F1(t) and F2(t) until the point D2(t), it can be
concluded as the optimal decision to assignK1 andK2 to F1(t) and F2(t) respectively. With these
assignments we have λ∗4(t) = 0, λ∗5(t) = 0. Replacing this information on the set of equations, we
have P ∗

4 (t) = b(t) −K1 −K2/βP , λ∗1(t) = K1 +K2/βP , λ∗2(t) = b(t) − 2(K1 +K2)− (C1 + θ0)βP/βP , λ∗3(t) =
b(t) − 2(K1 +K2)− C2βP/βP .

Case 5. K1 = 0, F2(t) > 0,K2 6 D2(t). The objective function in t is increasing in F2(t) as
long as K2 6 D2(t). Therefore, F ∗

2 (t) = K2, λ
∗
5(t) = 0. From K1 = 0, we assign to the multiplier

function λ∗4(t) = 0. Replacing these results in the set of equations and resolving for the rest of
functions, we have: P ∗

5 (t) = b(t) −K2/βP , λ∗1(t) = K2/βP , λ∗2(t) = b(t) − 2K2 − (C1 + θ0)βP/βP , λ∗3(t) =
b(t) − 2K2 − C2βP/βP .

Case 6. K1 = 0, F2(t) > 0,K2 > D2(t). From these conditions, then λ∗3(t) = 0, λ∗4(t) =
0, and λ∗5(t) = 0. Additionally, replacing these conditions, the optimal paths are: P ∗

6 (t) =
b(t) + C2βP/2βP , λ∗1(t) = b(t) − C2βP/2βP , λ∗2(t) = C2 − C1 − θ0.
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The optimal θ0 value is required for all cases, from sub-equation (3a) it is equal to: (where
χ represents the indicator function).

I(T1) =

∫ T1

0
−F1(t)dt =

∫ T1

0
−K1χK1≤D1

dt+

∫ T1

0
−D1χK1>D1

(8)

Let AD =
∫ T1

0 b(t)dt the total estimated market during the cycle time. From observation two,
we conclude that operators want to send the maximal value by the mechanic backhaul channel.
In case of enough mechanic backhaul capacity, i.e, AD − C1βPT1/2 ≤ CAPmb, it must be assigned
θ0 = 0 and K1 = max{b(t) − C1βP/2 : t ∈ [0, T1]}. When AD − C1βPT1/2 > CAPmb, the constant
value θ0 can be obtained observing:

1. It can be verified that profits for cases 1 and 2 are greater or equal than profits for case 3,
whenever 0 ≤ θ0 ≤ C2 − C1.

2. The amount of flow not sent because not enough mechanic backhaul capacity is θ0βPT1/2.
This issue is the result of using the optimal point b(t) − (C1 + θ0)βP/2 instead of b(t) − C1βP/2.

3. From items 1 and 2, we conclude that the flow potentially lost is constrained in [0, (C2 − C1)βPT1/2].
If AD−C2βPT1

2 ≤ CAPmb ≤
AD−C1βPT1

2 , then θ0 =
AD−2CAPmb

βPT1
−C1 andK1 = max{ b(t)−C1βP

2 :

t ∈ [0, T1]}. If CAPmb <
(AD−C2βPT1)

2 , then θ0 = C2 − C1 and K1 = CAPmb

T1
must be as-

signed.

The optimal policy for providers with the time average constraint

We use the Lagrangian LH defined in the previous section and include the constraint h4 =
F2(t) − (Z(t) − 1)F1(t). Again, a continuous multiplier function λ7(t) is associated with this
constraint. The necessary optimality conditions for the modified Lagrangian is given by 7 and:

λ7(t) ≥ 0, λ7(t)(F2(t)− (Z(t)− 1)F1(t)) = 0 (9)

Constraint (3e) is active when F2(t) = (Z(t) − 1)F1(t), Z(t) ≥ 1 and F2(t) is constrained
by K2. Then combining constraints (3e) and (3d) we have K2 ≥ (Z(t) − 1)F1(t). From this
inequality and K1 ≥ F1(t), we conclude that F1(t) is constrained by K2

Z(t)−1 as long as this value
is less than K1. Moreover, this value is the binding constraint for F1(t) between the time 0 and
time t1, defined as:

t1 = max

(

0, 2T1 − Tavg

(

K2

K1
+ 1

))

(10)

Now, we complete the optimal policy as a function of the instantaneous capacities K1 and
K2. If the constraint (3e) is active and t ∈ [0, t1], then the optimal policy is the result of the

capacity K2 and the value D3(t) =
b(t)Z(t)−C1βP−C2(Z(t)−1)βP

2Z(t) is attained, which is the maximum

profit. See table 1, where C1 = C1 + θ0. For t ∈ [t1, t2 = 2T1 − Tavg ] the optimal policy is
governed by values K1 and D3(t), see table 1. Finally, for t > t2 the optimal policy follows the
results presented in the previous subsection.
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Table 1: Optimal assignment policy for t ∈ [0, t2]
Case t G(t)∗ P (t)∗ F1(t)

∗ F2(t)
∗ D(t)

K2Z(t)
Z(t)−1

≥ D3(t) t ≤ t1
(Z(t)−1)(b(t)Z(t)−βP (C1+C2(Z(t)−1)))

2Z(t)2
b(t)
βP

−
G∗Z(t)

βP (Z(t)−1)
G∗

Z(t)−1
G∗ D3(t)

K2Z(t)
Z(t)−1

≤ D3(t) t ≤ t1 K2
b(t)
βP

−
G∗Z(t)

βP (Z(t)−1)
G∗

Z(t)−1
G∗ G∗Z(t)

Z(t)−1

Z(t)K1 ≤ D3(t) t1 ≤ t ≤ t2 K1
b(t)−Z(t)G∗

βP
G∗ (Z(t) − 1)G∗ Z(t)G∗

Z(t)K1 > D3(t) t1 ≤ t ≤ t2
(b(t)Z(t)−C1βP −C2(Z(t)−1)βP )

2Z(t)2
b(t)−Z(t)G∗

βP
G∗ (Z(t) − 1)G∗ D3(t)

4 Results and discussion

4.1 Scenario and parameter settings

Overall performance evaluation is done using the software created for network rural planning
in [17]. The real data presented in [13] and [18] are used as estimators for investment, maintenance
costs, data traffic, and elasticities. The evolving potential market size a(t) and the sensitivity of
demand to price βP were calculated for business days and weekends. Data used for simulation
is summarized in tables 2 and 3. Parameters taking values in a range are presented as three
arguments: the initial, final, and increment values.

With the proposed pricing model, only one delay tolerant service can be handled. Authors
in [13] report two kinds of traffic that potentially could belong to this category: Http and e-mail,
with e-mail being more delay tolerant than Http. Because the same elasticity value is reported
for both services, we can consolidate their traffic and manage them as one service. Extending
the model to more than one service and real time technology requires additional control variables
and modifying the inventory constraint. This extension is left for future research.

Table 2: Network general parameters
Parameter Value

Channel(Kbps) 32
Annual investment rate(%) 2,14,6
Monthly fixed cost (Usd) 330
Cost by channel (Usd) 90,170,10

Mechanic Backhaul cost (Usd) 10,70,15
Initial working Hour 6
Final working Hour 19

Cycle time (T1) 7
Time average (Tavg) 7
Investment periods 60

Table 3: Service parameters

Parameter
Delay

Tolerant
Real Time

Elasticity 1.45 1.337
Demand contribution (%) 75 25

βT 0.1,1,0.01 N/A
Base price (Usd/unit) 0.016 0.016,0.05,0.016
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Figure 2: Traffic and price behavior

4.2 Results

The evolution of traffic by connection and price is presented in Figure 2. The two figures on
the left show the potential market size and the optimal use of the real and mechanic backhaul
connections. The two cycles are delimited and for each of them the time interval t ∈ [0, t1] in
which constraint 3e is active and determined by K2, and when it is determined by K1, t ∈ [t1, t2].
Traffic use is strongly affected by the average time constraint regardless of business days or
weekends. As long as the policy has to use the real time connection, it increases prices to cover
link cost (see right graph). Hence, the optimal demand decreases limiting the network usage.
Once the time constraint is more relaxed, the mechanic backhaul traffic increases as well as
optimal demand. In fact, for the hypothetical scenario of T1 <= t2 the maximum mechanic
backhaul connection use is determined by the potential market.

The last sub-figure in 2 corresponds to the optimal price. As it can be seen the figure presents
jumps which are the result of changing βP every hour within the days. Explicitly, we find the size
of jumps to be proportional to demand changes between hours. From our tests we inference that
maintaining a constant βP eliminates jumps in prices, but under some scenarios decreases profits
for operators. These jumps introduce comprehension complexities for users and operators, so
we argue that maintaining a constant sensitivity to price for weekdays and weekends is the best
decision for the whole system.

Using mixed technologies, the behavior of prices and demand might indicate a cost of real
time channels too high for isolated areas. As this cost decreases, the model starts to decrease
prices and the demand is stimulated for both channels. So we can suggest that mixed providers
could be profitable in areas where WIMAX technologies could be installed ( rental costs less that
90 USD dollars for 32 kbps month).

Second, operators desire to know how traffic and income are affected by different parameters
used in the model. The impact of average time, cost of the real time connection, and market’s time
sensitivity are presented in Figure 3. If the operator only considers the time average parameter,
his optimal decision would be to increase it as much as possible. However, this decision is correct
as long as users do not have great sensitivity to time, low βT values. If demand is closely related
with time, high βT values, the operator must establish an equilibrium between income gained as
more traffic uses the mechanic backhaul connection and the corresponding demand lost.

The real time connection cost is a critical parameter. When the time average constraint is
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active, it determines the optimal demand D3, price, and quantity send by the two connection
types. In the simulated test-bed, the most extreme case is assumed in which the operator has
to use a VSAT connection. Surprisingly, these results indicate that deployment regions closer to
connected Internet areas can benefit from mechanic backhaul connections when services require
high volume traffic and users are to a certain degree insensible to delay.

There exists a correlation between real time costs and the traffic pattern used. It can be
seen in figure 3 that a decrease in channel rental costs for business days produces more income
than the same increase in weekends. The demand lost during the interval [0, t1] explains this
outcome, which is the consequence of the variation in the potential market size throughout time.
Therefore, we can conclude the need for using continuous models for adapting policies to demand
variations.
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Figure 3: Change in aggregated results due to parameter shifts

5 Conclusions

We propose a model with price and delay time as demand predictors in which operators
compromise themselves to deliver requests to maximize their profits. The results presented
suggest that continuous models, like the one proposed, are pertinent to establish prices for
delay tolerant services as long as they can handled variability of demand. Contrary to our first
assumption, we observed that networks markets located close to Internet connected points can
benefit from these services. Although real time channel lease cost continues to be a critical
factor determining the demand offered to the market, results suggest that mechanic backhaul
connections somehow mitigate the situation. In this paper we do not research, to name a few, the
consequences of monopolistic operators’ behavior, the extent to which sustainability of network
deployments is reached, and the presence of economies of scale. All these research directions
remain open.
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Abstract: This paper presents an inverse dynamic model estimation based on an
artificial neural network of a complete new parallel robot manipulator prototype 6-
PGK with six degrees of freedom, built at Petru Maior University of Tirgu-Mures.
The model estimation of the parallel robot manipulator is performed with a feedfor-
ward artificial neural network. In the control engineering domain there are control
structures that need the direct or inverse model of the process for ensuring the process
control at the imposed performances. Usually, the determination of the direct/inverse
mathematical model is a difficult or impossible task to be achieved. In these cases
different non-parametric or parametric, off-line or on-line identification methods are
used. A solution that may support the on-line parametric methods is represented
by the feedforward artificial neural networks. By implementing feedforward artifi-
cial neural networks as a nonlinear autoregressive model with exogenous inputs, the
authors investigate the possibility of choosing the optimum parameters that charac-
terize the neural network so that it approximates as better as possible the model of
the 6-PGK prototype robot. Finally an innovative algorithm is developed for ob-
taining the optimal configuration parameters set of the feedforward artificial neural
network. The proposed algorithm helps in setting the optimal parameters of the neu-
ral network that offer high opportunities to provide satisfactory identification of the
robot model. Experimental results obtained by a structure derived from the proposed
solution demonstrate a good approximation related to the studied system, which is
characterized by nonlinearities and high complexity.
Keywords: 6-DOF parallel robot manipulator, inverse dynamics, nonlinear model,
unmodeled dynamics, feed-forward artificial neural network.

1 Introduction

In robotics, the class of parallel robots represent a constructive solution suitable for many
industrial, medical or domestic applications, like flight simulators and entertainment rides [1],
micromanufacturing [2], tool machine [3], pick and place operation [4], earthquake motion simu-
lator [4], medical haptic devices [6], laparoscopic surgery [7], or even space docking technology [8].

Even if parallel robots have a reduced workspace [9], their benefits over their serial counter-
parts are various: stability and rigidity of contacts during haptic interaction [10], high accuracy,
high stiffness, high payload capability, low moving inertia [11], good dexterity, compact size,
large power to weight ratio [12]. Along with these advantages, there still exist many difficulties
in the actual control process.

A classic approach in controlling robots consists in the employment of the dynamic model.
Various methods have been proposed to derive the dynamic model of the parallel manipulator,
like the generalized momentum approach [13], principle of virtual work [14] screw theory [15]
and Hamilton’s principle [16], the recursive matrix method [17] or the Lagrangian approach [11],
which describes the dynamics of mechanical system from the concepts of work and energy [13].

Copyright © 2006-2016 by CCC Publications - Agora University
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All these approaches are equivalent as they are describing the same physical system, and
lead to equivalent dynamic equations, which present different levels of complexity and associated
computational loads.

The analytical calculus involved in the dynamic equation is very tedious, thus presenting an
elevated risk for errors. Furthermore, the duration of numerical computations is getting longer
when the number of mechanism’s degrees of freedom is increased.

The dynamic model based control arises numerous difficulties because of the time-varying
and coupling of the equations. Unfortunately, the present-day commercial controllers cannot
provide satisfying performance for control.

In recent years an important credit in obtaining new enhancements is granted to the support
offered by artificial intelligence techniques.

The role of artificial intelligence related to the parallel robots aims with predilection the
modeling and control domain in terms of kinematics or dynamics. Moreover these strategies are
designed to improve the classical control strategies, in terms of increasing the current perfor-
mances, to add new properties such as robustness and improvement of the real-time behavior
using fuzzy systems or different types of neural networks (NNET).

Compared to the mathematical model of the kinematics, neural networks provide significantly
better mapping between manipulator’s task space and joint space, as demonstrated by Uzunovic
et al. [2].

Achili et al. in [18] proposed an adaptive force/position controller for parallel robot with
constrained motions based on multi-layer perceptron neural network. The solution presents
the major advantage of obtaining the control law without the prior knowledge of the inverse
dynamic model and being able to take into account the endogenous disturbance (uncertainties
and nonlinearities related to the robot dynamics) and to compensate exogenous disturbances.

Peng et al. [19] design a control system for a parallel mechanism consisting from a combination
of linear controllers and two neural networks. The aim of this control system is to compensate
the nonlinearities from the model of the system and the dynamic model estimation for improved
accuracy of trajectory.

Le et al. [11] investigate the enhancement of the classical nonlinear PD torque controller by
using neural networks for on-line self gain tuning. The proposed solution consists in a self gain
tuning control law for minimizing the error in tracking trajectories of the parallel manipulators
characterized by simple structure suitable for low computation effort in real-time implementa-
tions.

Yu and Weng in [20] propose a robust control structure for parallel manipulators based on
H∞ tracking adaptive fuzzy integral sliding mode control scheme mainly able to handle the
nonlinear unmodeled dynamics and to compensate external disturbances.

All these solutions benefit from the advantages of various artificial intelligence techniques,
but underline the difficulty of implementing them, starting from the the structure, the different
parameters values or choice of training methods, and finally reaching the problem of required
computational effort.

Recent research in the field of robot control is conducted in new directions based on bio-
inspired approach that proved their efficiency on other fields of robotics, like the simplified fuzzy
controller using neural network based on genetic algorithm learning for mobile robots [21], the
communications and social structure of whale pods applied to cooperative robot structures [22]
or fast genetic algorithm for robot soccer and planet exploration citelee. We consider that this
direction of research may find applicability in the case of parallel robots, for the potential offered
in solving many complex problems such as those in the case of parallel robot control discussed
in this paper.

From the above explored literature we conclude that in the case of parallel robots there is a
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need to find adequate solutions for the real time control which involve increasing the trajectory
following performance and low computational effort.

The objective of the paper is to build and implement an artificial neural network based on
the inverse dynamic model estimation of a complete new parallel robot manipulator 6-PGK type
with 6 degrees of freedom built at Petru Maior University of Tirgu-Mures.

2 The 6-PGK Parallel Robot Dynamics

2.1 The 6-PGK Parallel Robot Manipulator Design

The six controlled degrees of freedom (DOF) parallel robot configuration is a structure pro-
posed by Stewart and Hunt and widely referred as Stewart platform [23–26]. The parallel kine-
matic link system proposed by D. Stewart is one of a 6-DOF robot manipulator used as a flight
simulator [25, 26].

The basic geometric structure of the 6-PGK parallel robot manipulator developed at Petru
Maior University consists in a mobile platform (supporting the end-effector) connected to the
adjacent links at six distinct points (i=1,2,. . . ,6) at the level III by cardanic kinematic pairs
(Figure 1) [27]. Six legs connect the platform to the base. Each leg has an actuated translational

Figure 1: The structure of the 6-PGK parallel robot [27]

kinematic pair at level I and a spherical kinematic pair at level II. The translational kinematic
pairs form the angles λi with the vertical axis in points Bi. The location (position and orienta-
tion) of the end-effector and of the manipulated object are expressed in the fixed reference frame
OXY Z by the generalized coordinates of the manipulated object Xp, Yp, Zp, ψ, φ, θ denoted
qpi (i=1,2,. . . ,6), and in the mobile frame oxyz by the xp, yp, zp coordinates. The displace-
ments in the actuated translational kinematic pairs (actuator displacements) are the generalized
coordinates of the parallel robot qi (i=1, . . . , 6).
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2.2 Parallel Robot Manipulator Dynamics Modeling

The dynamics modeling in case of robot manipulators refers to establishing a mathematical
model that relates the time evolution of its end-effector in terms of positions, velocity and
acceleration with the forces and moments acting upon it [28].

In order to get the position of the mobile platform with respect to generalized coordinates of
the robot, the in-out equations are employed, which solve the positional problem of the robot.
They relate the generalized coordinates of the robot to the generalized coordinates of the ma-
nipulated object [27]:

q2i − 2biqi + ci = 0, (i = 1, . . . , 6) (1)

where bi, ci are coefficients according to the robot mechanical parameters [27].
Determination of the velocity and acceleration of the mobile platform [q̇p] with respect to

generalized coordinates of the robot is performed using the kinematics equations:

[q̇p] = [J ][q̇] (2)

obtained by deriving the in-out equations (1) with respect to time, where [J ] is the Jacobian
matrix [27].

The dynamic modeling determines the generalized forces [Qj ] that are required by the actu-
ators to balance the forces applied to the robot.

In the case of the 6-PGK parallel robot, by employing the Lagrange method, the dynamic
equations are obtained [27]:
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= Qj

(j = 1, . . . , 6)

(3)

where Qj are the generalized forces due to the non-conservative forces, mi are masses of the
motor links, Jkl are the elements of the inertia matrix of the mobile platform of mass m0 and
manipulated object of mass mp, their sum is M = m0 +mp, then α′, . . . , γ′′′ are terms of the
rotational matrix that relates the coordinates fixed in mobile frame to the base coordinates and
ωx, ωy, ωz are the angular velocity terms in OXY Z system.

The generalized motor forces are deduced from equation [27]:

Qj =

6
∑

i=1

lijQmi
(4)

where li,j are terms of the inverse Jacobian matrix.
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The inverse dynamic model is useful for the robotic system control. It consists in determina-
tion in real time of the generalized motor forces Qmi

from equations (4), by solving the positional
problem from equation (1), the kinematic problem from equation (2) and the dynamic model
from equation (3).

Parallel robots with a high number of degrees of freedom, in particular six degrees like the
6-PGK parallel robot, are modeled by complex dynamic equations, comprising a large number
of parameters. Solving them requires crossing a high number of iterations and selection of
admissible real solutions. The complexity of the program, the large number of loops, testing all
solutions, selecting the nearest current configuration solution, can induce errors in configuration
identification. Therefore in current industrial exploitation, parallel robots control requires the
use of simple and effective control methods.

3 FANN Based Dynamic Model of the 6-PGK Parallel Robot

Manipulator

3.1 FANN Structure for Robot Dynamic Modeling

For the 6-PGK parallel robot manipulator modeling a feed-forward artificial neural network
(FANN) with one hidden layer has been designed. The FANN is implemented as a nonlinear
autoregressive model with exogenous inputs (NARX) model. The NARX model is based on the
linear ARX model, which is commonly used in time-series modeling. [30]

The numbers of the inputs of the used FANN is determined by the numbers of the generalized
coordinates of the robot, the number of the generalized forces and the number of theirs considered
past values. The numbers of the outputs of the used FANN is given by the numbers of the
generalized forces from the dynamical model of the robot.

By using the compact structure of an artificial neuron presented in [29] we can summarize
the mathematical processing that occurs inside of an artificial neuron from the used FANN as:

a = F

( n
∑

j=1

ωjxj + θ

)

(5)

where are denoted by: xj (j = 1, . . . , n) - the inputs of the neuron, ωj (j = 1, . . . , n) - the weights
of the inputs xj, θ - the weight of the offset input, n - the numbers of the inputs of the neuron,
F is the activation function, a - the activation of the neuron.

The type of the activation function and the numbers of the inputs corresponding to each
neuron depend on the layer to which it belongs. For the neurons from the hidden layer are used
two types of the activation function: the hyperbolic tangent function (HTF) type and the radial
basis function (RBF) type [30]. The numbers of the inputs of the neurons from this layer is given
by the maximum lags associated with robot output (nQ) and input (nqp) signals described by
relation 6(nqp+nQ), which also represents the number of the inputs of the FANN. The activation
function of the neurons from the output layer is the linear type function and the number of the
inputs of these neurons equals the number of the neurons from the hidden layer of the FANN. For
the training of the FANN the gradient descent backpropagation algorithm was used [30]. The
training of the used FANN was achieved by presenting to their inputs and outputs the training
set of the N pairs of the vectors:

{
(

xi(1), aod(1)
)

,
(

xi(2), aod(2)
)

, . . . ,
(

xi(N), aod(N)
)

}

where xi(k) is an input training vector (k = 1, . . . , N) with 6(nqp +nQ) elements and aod(k) is the
desired target output vector (with 6 elements) of the FANN corresponding to the input training
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vector xi(k).

3.2 FANN Optimal Parameters Determination

Analytical determination of the FANN parameters is an uncommon task, thus the empirical
approach is more often used. The optimum determination however is a more complex task, so
in this section a tested methodology for determination of these parameters is proposed.

Usually, the investigation of a system starts from the searching of the parameters that in-
fluence the behavior of the studied system. The same approach was established for the present
work. In the case of the proposed structure of neural network the following four parameters were
considered: learning rate (γ), the number of the neurons on the hidden layer (nh), the number of
the past values of the generalized forces (nQ) and the number of the past values of the general-
ized coordinates (nq). In order to study the influence of these parameters on the neural network
behavior for building the FANN training data sets the generalized coordinates trajectory of the
robot and the corresponding trajectories for generalized motor forces will be used.

An adequate solution for the process of searching through the experimental set can be per-
formed by visual analysis of all the available results (large sets of plotted trajectories). But
this approach presents a major drawback from time needed for analysis and required storage
resources. In order to facilitate and automatize the evaluation process, quality measures can be
used. An option is represented by the mean squared error or the mean absolute error. However,
both measures present major difficulty in the case of establishing of a threshold value to aid
in deciding the quality of the robot model identification. In order to overcome the mentioned
drawbacks for the evaluation process the authors propose an automated method and the usage
of a quality measure based on signal-to-noise ratio (SNR). For the 6-PGK prototype robot the
SNR is given by the following equation:

SNRi = 10 · log10

N
∑

j=1

(

Qmi(j)

)2

N
∑

j=1

(

Qmi(j)−QmiFANN
(j)

)2

[

dB
]

, (i = 1, . . . , 6) (6)

where Qmi represents the generalized motor trajectory forces given by the inverse dynamical
model of the robot, QmiFANN

represents the generalized motor trajectory forces given by the
FANN and N is the number of the trajectory samples.

The proposed SNR quality measured was derived from the signal-to-noise ratio used for
evaluation of unidimensional electrical signals.

The algorithm for FANN optimal parameters determination is presented below.

General Algorithm for Choosing the Structure of the FANN

Let us consider the following parameters which influence the behavior of the FANN: learning
rate (γ), the number of the neurons (nh) from hidden layer, the number of the past values for
the input (nqp) and output (nQ) variables employed to build the robot regressors vectors (input
vectors of the FANN) used in training and simulation of the FANN. These parameters are referred
as "FANN parameters". The steps of the proposed algorithm for choosing the structure of the
FANN are:

Step 0. Select (experimentally): the number of the initial sets of values for the FANN
weights and the corresponding weights values (that are random real numbers in the range
[−0.5, 0.5]), having built a collection of initial sets of values for the FANN weights, the



96 L. Moldovan, H.-S. Grif, A. Gligor

signal-to-noise ratio threshold SNRthold, the sets of values for the FANN parameters. To
each set of values of the FANN parameters is attached a set of counter variables of the
same size as the size of the value of the considered set. Thus for a FANN parameter to each
value (from the set of values of the considered FANN parameter) it corresponds a counter
variable. The value of the counter variables is initialized with zero;

Step 1. Set the following values of the FANN parameters with start values nh = nhStart,
nQ = nQStart, nqp = nqpStart. These values are drawn from the sets of the FANN parameter
values;

Step 2. Keeping constant the values of the FANN parameters nh = nhStart, nQ = nQStart,
nqp = nqpStart establish the optimal learning rate γopt based on the Algorithm for Evaluation
and Determination of the Optimum Value for the FANN parameters;

Step 3. Keeping constant the value of the parameters γ=γopt, nQ =nQStart, nqp =nqpStart
establish the optimal number of hidden layer neurons (nh opt) based on the Algorithm for
Evaluation and Determination of the Optimum Value for the FANN parameters;

Step 4. Keeping constant the value of the FANN parameters gamma = γopt, nh = nh opt es-
tablish optimal values of the number of the past samples for the input and output variables
of the robot model (nQopt, nqpopt) based on the Algorithm for Evaluation and Determina-
tion of the Optimum Value for the FANN parameters to which the following changes are
made corresponding to the steps Step 4′′, Step 6′′ and Step 7 ;

Step 5. Keeping constant the value of the FANN parameters gamma = γopt, nh = nh opt

and nq = nq opt it is tested the estimation and identification algorithm considering other
trajectories for input and output variables of the robot (or model of the robot).

Algorithm for Evaluation and Determination of the Optimum Value for the FANN

For each value from the set of values corresponding to the FANN parameter set to be evalu-
ated, the following steps will be executed separately for the each set of the initial weights:

Step 1′. Initialize the weights of the FANN with the corresponding initial selected set of
weights;

Step 2′. Run the estimation and identification algorithm calculating the signal-to-noise
ratio (SNR) based on the relation (6) for each output path (trajectory corresponding to a
generalized forces), thus corresponding to each set of initial weights, a set of six values of
the noise-to-signal ratio will be obtained;

Step 3′. Compute the average of the signal-to-noise ratio SNRmed as mean value of the
six signal-to-noise ratio determined in Step 2 ;

Step 4′. Compare the value of SNRmed with the threshold value SNRthold. If the average
is greater than the threshold then increment the counter variable corresponding to the
current value of the FANN parameter and go to Step 5′;

Step 4′′. Compare the value of the SNRmed with the threshold value SNRthold. If the
average value is greater than the threshold value, then increment the counter variable
corresponding to the current values combination for the two FANN parameters;
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Step 5′. If the sets of initial values for weights are not exhausted select a new set of values
for weights and jump to Step 1′. If the sets of initial values for weights were exhausted
continue with Step 6′;

Step 6′. Using the values of the counter variables, the success rates corresponding to each
FANN parameter value is computed by

SRi =
counteri

no. of the initial weights sets
· 100 [%]

where i = 1, . . . ,no. of the FANN parameter values. Go to Step 7′;

Step 6′′. Using the values of the counter variables, the success rates corresponding to each
combination of the FANN parameters values are computed and go to Step 7′′;

Step 7′. Choose the FANN parameter value for which the success rate is the largest. Finally
this value will be considered as the optimal value for the evaluated FANN parameter;

Step 7′′. Choose a pair of values of the two FANN parameters for which the success rate
is the largest. Finally the values of the selected pair will be considered as the optimal for
the two parameters of the FANN evaluated.

3.3 Experimental Results and Discussions

For the implementation and testing of the parallel robot modeling, Matlab platform and its
Neural Network Toolbox were used. In order to investigate the performance of the FANN based
modeling the model of the parallel robot based on equations 1 and 2 was implemented.

In Figure 2 six desired trajectories are presented for the generalized coordinates of the ma-
nipulated object (Xp, Yp, Zp, ψ, φ, θ denoted qpi, i = 1, . . . , 6). These trajectories are placed
in parallel surfaces having the same 3D spatial shape at different elevation. These trajectories
represent the input trajectories for the Inverse Dynamic Model of the 6-PGK Parallel Robot
Manipulator.
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Figure 2: The generalized coordinates trajectories of the 6-PGK parallel robot

In order to study the influence of the FANN parameters on the neural network behavior
for building the FANN training data sets, one of the spatial generalized coordinates trajectory
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was used, which has the red Zp line from Figure 2 and the corresponding red trajectories for
generalized motor forces from Figure 3.

In Figure 3 six desired trajectories for the generalized motor forces (Qmj , j = 1, . . . , 6) are
presented. These trajectories represent the output trajectories of the Inverse Dynamic Model of
the 6-PGK Parallel Robot Manipulator corresponding to the input trajectories from Figure 2.

The training data are set up using the trajectories presented in Figures 2 and 3, trajectories
that consist from 2001 points each.

The estimation and identification algorithm is applied in each time step and consists of two
phases:
- the estimation phase - based on the curent input vector, the FANN computes the curent
estimated vector of generalized forces;
- the identification phase - based on curent input/output trainig vectors the FANN is trained.

An input training vector
(

xi(k), k = 0, . . . , N − 1
)

and an output training vector
(

aod(k), k =
0, . . . , N − 1

)

, from the training vectors set, are constructed as follow:

xi(k) =
[

xi1(k − 1) . . . xi6(k − 1) . . . xi6(nqp+nQ−1)+1(k − nQ) . . . x
i
6(nqp+nQ)(k − nQ)

]

=
[

Xp(k − 1) . . . θ(k − 1) . . . Xp(k − nqp) . . . θ(k − nqp)

. . . Qm1(k − 1) . . . Qm6(k − 1) . . . Qm1(k − nQ) . . . Qm6(k − nQ)
]

(7)

aod(k) =
[

aod1 aod2 . . . aod6
]

=
[

Qm1(k) Qm2(k) . . . Qm6(k)
]

(8)

The order of the vectors in the vectors training set corresponds to the order of the time
sample from the time axis. Taking into account this observation, the input training vector from
(7) and the training output vector from (8) can be expressed in relation with time:

xi(t) =
[

xi1(kT − T ) . . . xi6(kT − T ) . . . xi6(nqp+nQ−1)+1(kT − nQT )

. . . xi6(nqp+nQ)(kT − nQT )
]

(9)

aod(t) = aod(kT ) =
[

Qm1(kT )Qm2(kT ) . . . Qm6(kT )
]

(10)

where T is the sampling time.
The results obtained by using the above algorithms are presented as follows. The experimental

study was started from the following FANN parameters values: nh = 5, nQ = 1, nqp = 1, 20
initial weights sets values, SNRthold = 44.5[dB], γ = 0.01, 0.05, 0.1, . . . , 0.98, 1. During the Step
2 of the general algorithm the success rates of γ were computed and then synthesized in Figure
4. The analysis of Figure 4 led to the selecting of the value of 0.25 as the optimal value for
the γ parameter. During Step 3 the success rates of nh were computed and then synthesized in
Figure 5. The analysis of Figure 5 led to the selecting of the value of 7 as the optimal value for
the nh parameter. Further, after the evaluation of Step 4 the results are synthesized in Table
1. The values of the lag for nQ are taken successively from 1 to 5. The values for nqp are taken
successively from 1 to nQ.

Analyzing the experimental results presented in Table 1 were selected as optimal values
nqp = 1 and nQ = 1.

In case of the FANN with RBF the proposed algorithm generate the following parameters:
γ = 0.25, nh = 6, nQ = 1 and nqp = 1.

Comparing data from Table 1 and Table 2, Figures 4, 5, 6 and 7 shows that FANN with
RBF offer a better chance of achieving a good estimation even if the learning rate hasn’t a 100%
success rate.
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Figure 3: The generalized motor forces of the 6-PGK parallel robot
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Figure 4: Success rates of γ parameter in case of using HTF in hidden layer

0 2 4 6 8 10 12 14 16 18 20
0

10

20

30

40

50

60

70

80

90

100

No. of the neurons from hyden layer (n
h
)

S
uc

ce
s 

ra
te

 o
f n

 h [%
]

Figure 5: Success rates of nh parameter in case of using HTF in hidden layer (γ = 0.25)
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Table 1: The success rates corresponding to ( nQ, nqp) (FANN: HTF, nh = 7, γ = 0.25)

Success
rates [%]

nqp

1 2 3 4 5

nQ

1 100 - - - -

2 100 75 - - -

3 90 70 35 - -

4 60 55 15 20 -

5 45 35 20 20 10

Table 2: The success rates corresponding to ( nQ, nqp) (FANN: RBF, nh = 6, γ = 0.25)

Success
rates [%]

nqp

1 2 3 4 5

nQ

1 100 - - - -

2 95 85 - - -

3 85 85 65 - -

4 75 70 45 40 -

5 60 65 40 30 15

In order to evaluate the behavior of the built FANN, in Figure 8 a test motor forces trajec-
tories of the parallel robot and the estimated trajectory generated by the FANN are presented
comparatively.

In Figure 9 the estimation error trajectories related to the trajectories from Figure 8 is shown.
The experimental results demonstrate a good approximation related to the studied system which
is characterized by nonlinearities and high complexity.
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Figure 6: Success rates of γ parameter in case of using RBF in hidden layer
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Figure 7: Success rates of nh parameter in case of using RBF in hidden layer(γ = 0.25)
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Figure 8: The FANN estimated motor forces trajectory and the motor forces trajectory of the
6-PGK parallel robot (FANN: RBF, nh = 6, γ = 0.25)
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4 Conclusions

This paper proposed to build an on-line feedforward artificial neural network with the aim
of estimating the inverse dynamic model of the 6-PGK prototype parallel robot.

The presented solution was adopted in order to perform an on-line parametric identification
of the inverse dynamic model of the robot. The chosen solution was adopted mainly for the use
when the robots are characterized by the nonlinearities and high mathematical model complexity.

The implementation of the feedforward artificial neural networks allowed to obtain a non-
linear autoregressive model with exogenous input behavior, for which a new method for finding
optimum parameters that approximate as better as possible the model of the 6-PGK robot was
obtained. In addition, the proposed solution offers, with the best estimation results, the minimal
computational load structure of the neural network.

Even if the FANN has a minimal internal structure, a slower training learning method, it
offers a robust and efficient estimation method of the parallel robot motor trajectories, despite
its complex and nonlinear mathematical model.
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Abstract: Three are the points we briefly discuss here: using membrane com-
puting tools for efficient computing/optimization, the possibilities of using “general"
membrane computing (P systems using multisets of symbol objects processed by
biochemical-like evolution rules) as a framework for modeling economic processes,
and the numerical P systems, a class of computing devices explicitly defined with a
motivation related to economics. The discussion is rather informal, only pointing out
research directions and providing bibliographical information.
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1 A Quick Glimpse to Membrane Computing

Membrane computing is a branch of natural computing aiming to abstract computing models
from the structure and the functioning of the living cells – at least this was the initial motiva-
tion of the research in this area, [12]. Basically, in the compartments of a cell-like membrane
structure one places multisets (sets with multiplicities associated with their elements) of objects,
represented by symbols of a given alphabet, and evolution rules, in the form of “reactions" trans-
forming certain objects in other objects (multiset rewriting rules, written in the form u → v,
where u and v are multisets); the objects can also pass through membranes, from a compartment
to another one. Starting from an initial configuration (of multisets and membranes) and applying
the evolution rules according to specified strategies (semantics), one obtains transitions among
configurations, hence computations. In this way we get a computing device, usually called a P
system. Results are associated with computations, in various ways.

Most investigated in membrane computing are P systems with the rules applied in the non-
deterministically maximally parallel way (a multiset of rules is non-deterministically chosen and
applied in each multiset, such that there is no applicable multiset which contains strictly the
chosen multiset) and the result associated only with halting computations, those which reach a
configuration where no evolution rule can be applied.

There are many variations of this basic model. First, one can consider various forms of the
rules, as well as ways of controlling their application: priority, promoters, inhibitors, periodical
change of rules in time, etc. Then, other ways of using the rules can be considered: sequential,
limited parallelism, minimal parallelism, asynchronous systems, etc. Also the result of a com-
putation can be defined in various ways (internally, externally, in the form of a number or of a
string), not necessarily for halting computations.

Further suggestions come from biology. For instance, instead of multiset rewriting rules, as
those corresponding to biochemical reactions, we can consider symport or antiport rules, which
move multisets of objects across membranes, [11]. Similarly, we can consider rules for handling
also the membranes, not only the objects: membranes can be created, dissolved, divided, the
relationships between membranes can change in timne (e.g., by exocytosis, phagocytosis, etc.),
and so on.

Copyright © 2006-2016 by CCC Publications - Agora University
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Then, an extension can be considered from hierarchical arrangements of membranes, like in a
cell, described by trees, to a tissue-like arrangement of membranes, described by a general graph.
All ingredients mentioned above can be extended to this case.

In short, a framework for processing multisets (of symbol objects) in a distributed parallel
way.

Instead of symbol objects, we can also consider more complex objects, strings for instance –
and then the evolution rules should be chosen suitably.

Most of the classes of the P systems suggested above are equivalent as computing power with
Turing machines, and this happens even for rather restricted (as the number of membranes or
the complexity of the evolution rules) systems.

Furthermore, due to their massive parallelism, and to the possibility of creating an exponential
workspace in a linear time, certain classes of P systems can solve computationally hard problems
(typically, NP-complete problems) in a feasible (polynomial) time. (This has been called in [14]
fypercomputing, as an extension from hypercomputing, with “f" coming from “fast".) This is
based on a time-space trade-off, with the space created by operations like membrane creation,
membrane division, string duplication. Depending on the used ingredients, even (polynomial)
characterizations of PSPACE are obtained.

Two classes of P systems different from the previous ones are the numerical P systems,
which will be discussed below, and the spiking neural P systems (in short, SN P systems), [7],
inspired from the way the neurons cooperate in a brain, communicating through spikes, electrical
impulses of identical shape. The results are the same also for SN P systems: computational
universality and the possibility of fypercomputing in the case when neuron division or similar
operations are present. Another interesting idea leading to fypercomputations in this area is to
use (arbitrarily large) pre-computed resources, with a limited amount of information present in
the initial configuration.

Besides these theoretical directions of investigations, concerning the power and the efficiency
of P systems, well developed is the application area, naturally, starting with applications in
biology and biomedicine. Many other applications are already reported, in ecology, linguistics,
computer graphics, cryptography, approximate optimization, robot control – as well as to eco-
nomics.

The literature of membrane computing is rather large. Details can be found at the domain web
site from http://ppage.psystems.eu. An introduction can be found in [13], a comprehensive
coverage (at the level of 2009) in [18], while applications can be found in [4], [6], [20]. Many
collective volumes, PhD theses and downloadable papers can be found at the above mentioned
web address.

2 Using Membrane Computing Tools in Economics

Two ideas mentioned in the previous section suggest already that membrane computing
can be useful for economics, especially in the computability, the operation research, and the
optimization. The P systems as models will be discussed below, here we have in mind P systems
as tools for handling “classic" models.

First, we mentioned the many results where NP-complete problems are solved in polynomial
time by certain classes of P systems. Most of the non-trivial practical problems appearing
in economics (as well as in other areas) are NP-complete. Thus, it would be great to solve
them in a polynomial time by using a "cellular computer". However, the solutions provided by
membrane computing are still in info, theoretical, as there is no implementation of P systems
in vitro/vivo, not even in silico (such that the massive parallelism can be effectively used).
There are implementations of P systems on parallel hardware, but not at the level of making
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practical the theoretical fypercomputing. On the other hand, it is highly probably that even a
bio-implementation of a P system will not help too much, it will be similar to the case of DNA
computing, with the 1994 Adleman experiment, which remained at the level of a demo, of solving
toy problems, without practical consequences.

Much more practical is the possibility of using the so-called membrane algorithms in solving
computationally hard optimization problems. This is a rather developed direction of research
in membrane computing, with a large bibliography and very encouraging results. Basically, this
is nothing else than distributed evolutionary computing, but with the distribution controlled
by means of membranes, and with further ingredients from membrane computing used, such as
membrane creation, division, dissolution, communication among membranes, neural-like organi-
zation of cells, etc. Many engineering applications of membrane algorithms were reported – the
reader is advised to consult [4], [6], [18], the forthcoming volume [20], as well as the bibliography
from the membrane computing web site.

3 P Systems as Models for Economics

We pass now to a more particular approach, namely to consider membrane computing as a
framework for building models for economic processes.

Of course, the first question which could be formulated is: why? There are so many (math-
ematical) frameworks already used in economics, why considering a new, somewhat exotic (for
instance, by its biological inspiration), one? The answer is complex. In general, new tools are
always good to be checked, maybe they will bring new possibilities to address old problems in
a new framework, ideally, to also formulate new questions in the new framework. Membrane
computing is not only natural in a direct sense, but also sufficiently developed at the theoretical,
abstract level that it is just expected to be applicable in many areas, apparently far away from
biology. Then, the biological metaphor is very general and very useful, as indicated by the many
applications of membrane computing in areas rather different from one another.

More specifically, there are several features of P systems which make them attractive as
models, for economics like for biology, too. They pertain to discrete mathematics, so that they
are adequate to situations when we have to deal with small numbers of objects and agents.
Applying tools of continuous mathematics (especially differential equations) in situations which
are clearly of a discrete type leads to wrong results. Then, P systems are easily scalable, easily
understandable, easily programmable – three appealing properties. The behavior of a (non-
trivial) P system is “emergent", impossible to be predicted by simply examining the rules. (The
universality also implies, through Rice theorem, that no non-trivial question about a P system
can be answered algorithmically, hence a computer simulation is needed.) Finally, there are many
economic issues which can be easily and transparently captured in terms of membrane computing.
Membranes can describe the organization, the multiset rewriting rules and the symport/antiport
rules can describe production and commercial operations.

Only a hint, recalling some lines from [16].
Assume that units of row material a are introduced on a market by a supplier S and are used

by producers Pi, each having a number of production units bi, to manufacture goods di; these
goods are then sold by Pi at price pi to retailers Rj, each having a number of capacity units cj;
in turn, the retailers sell the goods to a general consumer C, which introduces the need for d,
denoted by d̄, on the market. For instance, by rules

S → San, C → Cd̄m,

the supplier introduces n units of a and the consumer introduces the need for m copies of d.
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Producer Pi can produce one d by consuming one a and one bi,

bia→ di,

while retailer Rj takes one order for d by means of

cj d̄→ d̄j.

(The good d and the need for d are indexed with the label of the producer – who fix its price –
and of the retailer, respectively.) Then, the producers and the retailers interact: by

did̄j → bicj [pi,j],

one copy of good d passes from Pi to Rj , because Rj has an order for this good, and this happens
with the probability pi,j, which depends on the previous transactions between producer Pi and
retailer Rj ; units of capacities, bi and cj , are free again.

We have not yet included money here, but this can be easily done. Instead of bia → di, we
have to consider the rule

biau
r
i → diu

r
S ,

with the meaning that Pi has paid r monetary units (denoted by ui when belonging to Pi) for
a, thus S has gained r copies of uS (notation for a monetary unit in possession of S). In turn,
instead of did̄j → bicj [pi,j], we have to use

did̄jv
pi
j → bicju

pi
i [pi,j],

with the meaning that pi monetary units have passed from the “account” (= multiset) of Rj to
that of Pi. The retailer will then sell the good at a price (if possible) greater than pi to the
general consumer C, and the cycle is repeated.

The model can still be enlarged: for instance, the number of a’s and d̄’s introduced on the
market can fluctuate, the prices producers and retailers set can vary in time; then, both producers
and retailers can make investments (transform money into production/storing units), maybe in
a prudent manner (with low probability associated with investment rules and higher probability
associated with saving rules, of the form ui → ui, just keeping the money unused), with or
without limits on the total number of investments, and so on.

It is important to note that coefficients pi,j written in square brackets on the right hand
side of the rules are not “pure” probabilities, but they also express the trust of retailers when
buying from producers, depending on the history of their collaboration. These coefficients can
be changed over time, which adds to the complexity of the model.

The reader is refereed to [15], [16], [17] for further details, illustrations, and discussions.
Several other titles are provided in the bibliography, where economic processes are approached

in terms of P systems.
After writing such a model, it is necessary to simulate it on a computer, hence a program

is needed (ideally, implemented on a parallel support). Of course, the model is not used as
a computing one, but the evolution itself of the model is of interest (this is similar to the
applications of P systems in biology).

We are convinced that this direction of research deserves further efforts.

4 Numerical P Systems

This class of P systems was introduced (in paper 16 from the list in the next section) with
an explicit economic inspiration. Briefly speaking, in the regions of a cell-like membrane struc-
ture, we have numerical variables (not “chemicals", as in the P systems discussed above), evolv-
ing by means of production-repartition programs. The variables from region i are denoted by
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x1,i, x2,i, . . . , xki,i. If the model is used as a computing devices, the variables take integer values,
but for applications the values can be real numbers.

A production-repartition program (from region i) is of the form

Fi(x1,i, . . . , xki,i) −→ c1|v1 + c2|v2 + · · ·+ cni
|vni

,

where Fi(x1,i, . . . , xki,i) is the “production function” and c1|v1 + c2|v2 + · · · + cni
|vni

defines the
“repartition protocol”. Denote Ci =

∑ni

s=1 cs and denote by xi,j(t) the value of variable xi,j at
step t ≥ 0 (t = 0 corresponds to the initial values of variables).

At any time t ≥ 0, we compute Fi(x1,i(t), . . . , xki,i(t)). The value q = Fi(x1,i(t), . . . ,xki,i(t))/Ci

represents the “unitary portion” to be distributed to variables v1, . . . , vni
, according to coefficients

c1, . . . , cni
in order to obtain the values of these variables at time t+1. Specifically, vs will receive

q · cs, 1 ≤ s ≤ ni. If a variable receives such “contributions” from several neighboring compart-
ments, then they are added in order to produce the next value of the variable. A variable used
in a production function is consumed, reset to 0; if a variable does not appear in a production
function, then its value remains unchanged – of course, it can change by receiving “production
portions” (note that they can also be negative) from its region or from the neighboring regions.
In this way, we pass from given values of the variables to next values. The process can be iter-
ated. In this way, we get a computation. The positive values of a specified variable form the set
of numbers generated by a numerical P system.

Again, further ingredients can be added – for instance, a control on the use of a program,
such as the “enzymatic control" considered in several papers dealing with robot controllers based
on numerical P systems, or restrictions can be considered – particular functions as production
functions. As expected, these systems are both powerful (Turing complete) and efficient.

In the robot control area, numerical P systems were used as devices for computing functions of
several real variables, and this seems to be the most plausible idea also for economic applications.
Anyway, again we expect applications in the two directions mentioned also for usual P systems:
as tools for efficient computing and as models.

Both at the theoretical level and in what concerns the applications, numerical P systems are
waiting for further attention, and we believe that the effort will be rewarding. In order to help
the reader in this direction, we provide below a list of all titles we know at this moment related
to numerical P systems (but further research are in development).
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on Membrane Computing, Sevilla, 2012, vol. II, 215–227.
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6 Concluding Remarks

In many circumstances, computer science got very fruitful inspiration from biology, and this
became a systematic research direction in the last decades under the mane of natural computing.
A comprehensive overview can be found in [19].

Membrane computing is part of this endeavor, well developed at the mathematical level,
general, versatile, promising at the level of applications in very (apparently) different areas.

Here, we only mentioned some of the possibilities and the researches reported so far concerning
the applications of membrane computing in economics, calling the attention to this research area,
with the conviction that it deserves to be explored.
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Abstract: The present paper proposes a fractal-like approach to the parametric
flow problem, derived from the rules and recursion of generative linguistics. In the
same manner in which any sentence can be analysed in terms of "theme" of the
sentence (that which is spoken about in the sentence) and "rheme" of the sentence
(that which is said about the theme in the sentence), in the proposed parametric
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1 Introduction

Computing maximum flows in various networks is an important problem not only because
the results are applied directly to traffic analysis of communication networks, but also because
some efficient algorithms are often employed as sub-problems in other general network problems.
Consequently, fundamental algorithms for computing maximum network flows were designed
and efficient algorithms exist [1] to solve different instances [7] of the problem. A natural gen-
eralization of this problem can be obtained by considering that the capacities of some arcs are
functions of a real parameter. The obtained parametric maximum flow problem is to compute
all maximum flows for every possible value of the parameter.

For the maximum flow problem in parametric networks with zero lower bounds and linear
capacity functions of a single parameter, Hamacher and Foulds [3] investigated a "horizontal"
approach, based on augmenting directed paths algorithm. In each of its iterations, the algorithm
computes an improvement of the flow defined on the whole interval of the parameter. For the
same problem, Ruhe [8,9] proposed a "piece-by-piece", "vertical" approach. The main idea of his
algorithm is to consider that the parametric maximum flow is known up to a parameter value λk
and to compute a flow augmentation that assures the optimality of the flow for parameter values
λ ≥ λk as well as the parameter maximum value λk+1 up to which the computed flow remains a
parametric maximum one. Each of the algorithm’s iterations represents a non-parametric maxi-
mum flow sub-problem which can be solved via one of the classic approaches for the maximum
flow problem.

Partitioning technique in networks has been, in the latest years, a more and more active
research topic in both engineering and theoretical research. The reason why the problem un-
der consideration is of genuine practical and theoretical interest lies in that graph partitioning
applications are described on a wide variety of subjects, such as: data distribution in parallel-
computing, VLSI circuit design, image processing, computer vision, route planning, air traffic
control, mobile networks, social networks, etc. [2]. Unfortunately, graph partitioning is an NP-
hard problem, and therefore all known algorithms for generating partitions merely return ap-
proximations to the optimal solution. Partitioning algorithms for the parametric maximum flow
problem can be developed starting from any of the three classic approaches for the maximum flow
problem: flow augmenting directed paths algorithms, preflow algorithms or min-max algorithm.
The approach based on flow augmenting directed paths [4], makes use of the concept of shortest
conditional augmenting directed path. In order to avoid working with piecewise linear functions,
the approach uses a series of parametric residual networks defined for successive subintervals of
the parameter values where the parametric residual capacities of all arcs remain linear functions.
The approach based on preflow algorithms will further be presented in detail in this paper while
the parametric min-max approach [6] is not itself an algorithm but rather a method of obtaining
a parametric minimum flow using any algorithm for obtaining a maximum parametric flow and
vice versa.

The idea of the partitioning approach based on preflows, which is used in this paper, derives
from the rules and recursion of generative linguistics [10]. The concept which has proved to be
the most useful in the description of German word order has become known under the name
of Functional Sentence Perspective (FSP). Its main idea is that information is not transmitted
in random order but the speaker seeks to give his information to his interlocutor in portions,
normally starting from what he assumes is common to both and proceeding to what he regards
as important new information [5]. In the same manner in which any sentence can be analysed
in terms of "theme" of the sentence (that which is spoken about in the sentence) and "rheme"
of the sentence (that which is said about the theme in the sentence), the proposed algorithm for
the parametric maximum flow problem uses a fractal-like approach. In the proposed parametric
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preflow-push algorithm, a ’partitioning push’ (a non-cancelling push of flow in the parametric
residual network) might leave the node unbalanced for only a subinterval of the range of the values
of the parameter. Like in all fractal approaches a partitioning push is followed by separating
the problem into disjoints subintervals, allowing the algorithm to continue after the same rules
independently on each of the partitioned subintervals. Making use of the partitioning approach,
the present paper proposes an original algorithm for computing the maximum flow in parametric
networks with linear upper bound (capacity) functions. Although both the algorithm presented
in [10] and the one that is proposed in this article deals with the same kind of approach of the
parametric flow, they are totally different algorithms and they fundamentally differ because of
their purpose: the first computes the minimum flow in networks with constant capacities and
linear lower bound functions while the latter computes the maximum flow in networks without
lower bounds and with linear capacity functions.

Further on, this paper is organized as follows. Section 2 presents the parametric maximum
flow problem and the basic parametric network flow terminology and results which are used in
the rest of the paper. Most of the definitions in this section are straightforward modifications of
those in [4] and [6], adapted for the maximum flow problem in parametric networks with zero
lower bounds. More specialized terminology and further details on the notions, definitions and
main results within this section can be found in [1], [4] and [6]. In Section 3 we present our algo-
rithm for solving the parametric maximum flow problem, called "Highest label partitioning push
(HLPP) algorithm". In the same section there are also presented the corresponding theorems of
correctness and of complexity of the algorithm. Using a multithread based parallel implementa-
tion, the complexity of the algorithm is linearly dependent on the number of breakpoints. Section
4 deals with a possible application of the proposed algorithm to assessing the legal information.
Finally, Section 4 presents some conclusions regarding to our contribution to the topic presented
in the article. In the presentation to follow, some familiarity with flow algorithms is assumed
and many details are omitted, since they are straightforward modifications of known results.

2 Flows in parametric networks

The parametric maximum flow problem is an extension of the classical maximum flow prob-
lem [1] in which the capacities of certain arcs are functions of a parameter λ. The parametric
maximum flow problem is to compute all maximum flows for every possible value of the param-
eter. For the case of linear capacity functions, the maximum flow value function in a parametric
network is a continuous piecewise linear function of the parameter. Each linear segment of the
maximum flow value function between the two breakpoints λk and λk+1 corresponds to a cut that
remains a minimum cut for any λk < λ ≤ λk+1. The approach presented in this article refers to
the maximum flow problem in a network with linear capacity functions of a single parameter.

2.1 Terminology and preliminaries

Let G = (N,A, u, s, t) be a capacitated network with n = |N | and m = |A|, N = {. . . , i, . . . }
being the set of nodes i and A = {. . . , a, . . . } being the set of arcs a, so that for every arc in
A holds that a = (i, j) with i, j ∈ N . The capacity (upper bound) function is a nonnegative
function u(a) associated with each arc a ∈ A. The network has two special nodes: a source node
s and a sink node t. A flow is a function f : A→ R+ satisfying the next conditions:

∑

j|(i,j)∈A

f(i, j) −
∑

j|(j,i)∈A

f(j, i) =











v, i = s

0, i 6= s, t

−v, i = t

(1)
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for some v ≥ 0, where v is referred to as the value of the flow f . Any flow on a directed network
satisfying the flow bound constraints:

0 ≤ f(i, j) ≤ u(i, j), ∀(i, j) ∈ A (2)

for every arc (i, j) ∈ A is referred to as a feasible flow. A cut is a partition of the node set N
into two subsets S and T = N − S, denoted by [S, T ]. A cut is nontrivial if both S and T are
nonempty. An arc (i, j) ∈ A with i ∈ S and j ∈ T is referred to as a forward arc of the cut
while an arc (i, j) ∈ A with i ∈ T and j ∈ S as a backward arc of the cut. Let (S, T ) denote the
set of forward arcs in the cut and let (T, S) denote the set of backward arcs. A cut [S, T ] is an
s− t cut if s ∈ S and t ∈ T . The maximum flow problem is to determine a flow f̃ for which v is
maximized

2.2 The parametric maximum flow

The parametric flow problem consists in generalising the classic problem of flows in networks
by transforming the upper bounds of some arcs (i, j) ∈ A of the network G = (N,A, u, s, t) in
linear functions of a real parameter.

Definition 1. [4] A directed network G = (N,A, u, s, t) for which the upper bounds u of some
arcs (i, j) ∈ A are functions of a real parameter λ is referred to as a parametric network and is
denoted by Ḡ = (N,A, ū, s, t).

For a parametric network Ḡ, the parametric upper bound (capacity) function ū : A× [0,Λ]→
R+ associates to each arc (i, j) ∈ A, for each of the parameter values λ ∈ [0,Λ], the real number
ū(i, j;λ), referred to as the parametric upper bound of arc (i, j):

ū(i, j;λ) = u0(i, j) + λ · U(i, j), (i, j) ∈ A, (3)

where U : A → R is a real valued function associating to each arc (i, j) ∈ A the real number
U(i, j) referred to as the parametric part of the upper bound of the arc (i, j). The nonnegative
value u0(i, j) is the upper bound of the arc (i, j) for λ = 0, i.e. : ū(i, j; 0) = u0(i, j) with
0 ≤ u0(i, j). For the problem to be correctly formulated, the upper bound function of every
arc (i, j) ∈ A must respect the condition 0 ≤ ū(i, j;λ) for the entire interval of the parameter
values, i.e. ∀(i, j) ∈ A and ∀λ ∈ [0,Λ]. It follows that the parametric part of the upper bounds
U(i, j) must satisfy the constraint: U(i, j) ≥ −u0(i, j)/Λ, ∀(i, j) ∈ A. The parametric flow value
function v̄ : N × [0,Λ] → R associates to each of the nodes i ∈ N a real number v̄(i;λ) referred
to as the value of node i for each of the parameter λ values.

Definition 2. [4] A feasible flow in the parametric network Ḡ = (N,A, ū, s, t) is called a
parametric flow, f̄ : A× [0,Λ]→ R+ satisfying the following constraints:

∑

j|(i,j)∈A

f̄(i, j;λ) −
∑

j|(j,i)∈A

f̄(j, i;λ) = v̄(i;λ), ∀i ∈ N, ∀λ ∈ [0,Λ], (4)

0 ≤ f̄(i, j;λ) ≤ ū(i, j;λ), ∀(i, j) ∈ A, ∀λ ∈ [0,Λ], (5)

where
∑

i∈N v̄(i;λ) = 0, ∀λ ∈ [0,Λ].

The parametric maximum flow (PMF) problem is to compute all maximum flows for every
possible value of λ in [0,Λ] :

maximize v̄(λ) for all λ ∈ [0,Λ], (6)
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∑

j|(i,j)∈A

f̄(i, j;λ) −
∑

j|(j,i)∈A

f̄(j, i;λ) =











v̄(λ), i = s

0, i 6= s, t

−v̄(λ), i = t

(7)

0 ≤ f̄(i, j;λ) ≤ ū(i, j;λ), ∀(i, j) ∈ A. (8)

This problem looks like a classic maximum flow problem with the decisive difference that the
variables f̄(i, j;λ) of this problem are piecewise linear functions instead of real numbers and that
the upper bounds ū(i, j;λ) are linear functions instead of constants.

Definition 3. [6] A parametric s−t cut partitioning denoted by [Sk;Jk], k = 0, . . . ,K, is defined
as a finite set of cuts [Sk, Tk], k = 0, . . . ,K, together with a partitioning of the interval [0,Λ] of
the parameter in disjoints subintervals Jk, k = 0, . . . ,K, so that J0 ∪ · · · ∪ JK = [0,Λ].

Definition 4. [4] For the parametric maximum flow problem, the capacity ˜̄c[Sk;Jk] of a para-
metric s − t cut partitioning is a linear function on every subinterval Jk, k = 0, . . . ,K, defined
as:

˜̄c[Sk;Jk] =
∑

(i,j)∈(Sk ,Tk)

ū(i, j;λ), k = 0, . . . ,K. (9)

Definition 5. [4] A parametric s− t cut partitioning [Sk;Jk] with the subintervals Jk assuring
that every cut is a minimum cut [S̃k, T̃k] within the subinterval [λk, λk+1] is referred to as a
parametric minimum s− t cut and is denoted by [S̃k;Jk], k = 0, . . . ,K.

Theorem 6. (Parametric Max-Flow Min-Cut Theorem [6]) If there is a feasible flow in the

parametric network Ḡ, the value function ˜̄v of the parametric maximum flow ˜̄f from a source s
to a sink t equals the capacity ˜̄c of the parametric minimum s− t cut [S̃k;Jk], k = 0, . . . ,K.

Let f̄ = (. . . f̄(i, j;λ), . . .)(i,j)∈A be a vector of feasible flow functions defined on the interval
[0,Λ]. Supposing that an arc (i, j) ∈ A carries a flow f̄(i, j;λ), the existing flow can be increased
either by sending the additional flow (pushing) ū(i, j;λ) − f̄(i, j;λ) from node i to node j over
the arc (i, j) or by cancelling the flow f̄(j, i;λ) from node j to node i over the arc (j, i) which is
equivalent to pulling the flow from node i to node j over the arc (j, i). These flows are computed
as differences between piecewise linear functions of λ.

Definition 7. [4] For the parametric maximum flow problem, the parametric residual capacity
˜̄r(i, j;λ) of any of the arcs (i, j) ∈ A, with respect to a given parametric flow f̄ , represents the
maximum additional flow that can be sent from node i to node j over the arcs (i, j) and (j, i)
and is given by:

˜̄r(i, j;λ) = ū(i, j;λ) − f̄(i, j;λ) + f̄(j, i;λ). (10)

Definition 8. [4] The subintervals Ĩ(i, j) ⊆ [0,Λ] where an augmentation of the flow f̄(i, j;λ)
is possible along the arc (i, j) are defined as follows:

Ĩ(i, j) = {λ|˜̄r(i, j;λ) > 0}, (i, j) ∈ A. (11)

Definition 9. [4] Given a feasible flow f̄ in the parametric network Ḡ, the network denoted by
˜̄G(f̄) = (N, Ã(f̄)), with Ã(f̄) = {(i, j)|(i, j) ∈ A, Ĩ(i, j) 6= ∅} being the set consisting only of
arcs with positive parametric residual capacities, is referred to as the parametric residual network
with respect to the given flow f̄ for the parametric maximum flow problem.

If an arc (i, j) ∈ A does not belong to ˜̄G(f̄) then Ĩ(i, j) := ∅ is set.
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Definition 10. The parametric excess of a node i ∈ N is defined as:

ẽ(i;λ) =
∑

j|(j,i)∈A

f̄(j, i;λ) −
∑

j|(i,j)∈A

f̄(i, j;λ). (12)

Definition 11. [4] The subintervals Ĩ(i) ⊆ [0,Λ] where the excess of node i is positive are
defined as follows:

Ĩ(i) = {λ|ẽ(i;λ) > 0}, i ∈ N − {s, t}. (13)

In the residual network ˜̄G(f̄) the distance function d̃ : N → ℵ is a function from the set
of nodes to the nonnegative integers. A distance function is said to be valid if it satisfies the
following conditions: d̃(t) = 0 and d̃(i) ≤ d̃(j) + 1, ∀(i, j) ∈ Ã.

Definition 12. [4] An arc (i, j) ∈ Ã in the parametric residual network ˜̄G(f̄) is referred to as
conditionally admissible if both d̃(i) = d̃(j)+1 and Ĩ(i, j)∩ Ĩ(i) 6= ∅; otherwise it is conditionally
inadmissible.

3 Partitioning push algorithm

3.1 Highest-label partitioning-push algorithm

The Highest-label partitioning-push (HLPP) algorithm maintains a set L of active nodes or-
ganised as a priority queue. In the initialisation step of the algorithm, all the nodes i ∈ N with
(s, i) ∈ Ã will gain a positive excess, becoming thus active nodes, by setting the flow to the
upper bound value f̄(s, i;λ) := ū(s, i;λ) for every arc (s, i). Consequently, they are added to the
priority queue L and then removed one by one, in the descending order of their priorities d̃(i).
For an active node i ∈ ˜̄G(f̄), if there exists an conditionally admissible arc (i, j), the flow will
be pushed over this arc and node j will be added to the priority queue L with the priority d̃(j);
otherwise node i will be relabelled so that at least one conditionally admissible arc to be created
and node i is added to L with its new priority d̃(i). The algorithm terminates when the queue
of active nodes is empty. A push of flow from node i to node j is referred to as a cancelling push
if it deletes the arc (i, j) from the residual network; otherwise it is a non-cancelling push.

Algorithm 1 Highest-label partitioning-push (HLPP) algorithm
1: procedure hlpp

2: J ← [0,Λ] L← ∅ f̄ ← 0 compute d̃(·) in ˜̄G(f̄)
3: for all (s, i) ∈ Ã do
4: f̄(s, i;λ)← ū(s, i;λ) ẽ(i;λ)← ū(s, i;λ)
5: if ẽ(i;λ) > 0 and i 6= t then
6: add i with priority d̃(i) to L
7: end if
8: end for
9: d̃(s)← n

10: pp(L J)
11: end procedure

For any node i ∈ ˜̄G(f̄), the expressions: active node and balanced node holds only for
subintervals of the parameter values. While both the parametric residual capacity ˜̄r(i, j;λ) of any
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Algorithm 2 Partitioning push (PP) procedure
12: procedure pp(L Jp)
13: if L 6= ∅ and Jp 6= ∅ then
14: remove the first node i from L
15: if ∄ an admissible arc (i, j) then
16: d̃(i)← min{d̃(j)|(i, j) ∈ Ã}+ 1
17: add i with priority d̃(i) to L
18: pp(L Jp)
19: else
20: select an admissible arc (i, j)
21: push g̃(i, j;λ)← min{ẽ(i;λ), ˜̄r(i, j;λ)} over (i, j)
22: if j /∈ L and j 6= s and j 6= t then add j to L
23: end if
24: Jp1 ← {λ|ẽ(i;λ) ≤ ˜̄r(i, j;λ)}
25: Jp2 ← Jp − Jp1
26: Lp1 ← L Lp2 ← L
27: add i with priority d̃(i) to Lp2

28: do in parallel
29: pp(Lp1Jp1)
30: pp(Lp2Jp2)
31: end do
32: end if
33: end if
34: end procedure

arc (i, j) ∈ Ã and the parametric excess ẽ(i;λ) of any node i ∈ N −{s, t} are linear functions of
the parameter values, cancelling or non-cancelling pushes are defined only for certain subintervals
of the parameter values.
A non-cancelling push of flow from a node i ∈ N − {s, t} along an arc (i, j) ∈ Ã in a subinterval
Jp = (λp, λp+1] ⊆ [0,Λ] which leaves the node i unbalanced is referred to as a partitioning push.
Whenever the algorithm performs a partitioning push in ˜̄Gp(f̄), i.e. the network ˜̄G(f̄) defined
for the subinterval Jp, a new partitioning of the interval Jp in the two subintervals Jp1 and Jp2,
with Jp1 ∪ Jp2 = Jp and Jp1 ∩ Jp2 = ∅ will take place. Let Jp1 be the subinterval within which
the partitioning push balances the node i, i.e. Jp1 = {λ|ẽ(i;λ) ≤ ˜̄r(i, j;λ)}. If Jp2 6= ∅ then, as
on every subinterval Jp both ˜̄r(i, j;λ) and ẽ(i;λ) are linear functions of λ, the partitioning push
generates two parametric residual networks: ˜̄Gp1(f̄) for λ ∈ Jp1 and ˜̄Gp2(f̄) for λ ∈ Jp2, so that
node i is balanced in ˜̄Gp1(f̄) and active in ˜̄Gp2(f̄) while arc (i, j) will not belong to ˜̄Gp2(f̄), since
˜̄r(i, j;λ) = 0 after the partitioning push. The algorithm will then continue separately in each of
the parametric residual networks and for each of the two subintervals. Under these observations,
the push/relabel procedure from the non-parametric Highest label preflow algorithm is replaced
with a recursive call of a partitioning push(L, J) procedure.

Theorem 13. (Theorem of correctness) Highest-label partitioning-push algorithm computes cor-
rectly a maximum flow in the parametric network Ḡ = (N,A, ū, s, t).

Proof: The proof of the theorem follows from the correctness of the general HL preflow algorithm
for each of the subintervals of the parameter values. When the algorithm terminates, let Sp be
the set of all nodes which are reachable from the source node within the subinterval Jp. For the
resulting cuts [Sp, Tp] and the intervals Jp = (λp, λp+1], p = 1, . . . ,K, the following observations
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hold:
(i) If i ∈ Sp, j ∈ Tp and (i, j) ∈ A then Jp ∩ Ĩ(i, j) = ∅ for otherwise node j could be reached
from s in ˜̄G(f̄). Hence, by the definition of Ĩ(i, j), ˜̄f(i, j;λ) = ū(i, j;λ), ∀λ ∈ Jp;
(ii) If i ∈ Tp, j ∈ Sp and (i, j) ∈ A then Jp ∩ Ĩ(j, i) = ∅ for otherwise node i could be reached
from s in ˜̄G(f̄). Hence, ˜̄f(i, j;λ) = 0, ∀λ ∈ Jp.
Summarizing,

∑

(i,j)∈(Sp,Tp)
˜̄f(i, j;λ) =

∑

(i,j)∈(Sp,Tp)
ū(i, j;λ) and

∑

(i,j)∈(Tp,Sp)
˜̄f(i, j;λ) = 0,

thus the obtained flow is a maximum parametric flow which equals the capacity of the minimum
s− t parametric cut. ✷

3.2 Complexity issues

A breakpoint is a place where the slope of the piecewise linear maximum flow value function
is changing. In the worst case the number of breakpoints may be exponential in the size of
the problem. The example originates from the pathological graph of Zadeh [8]. The Highest-
label partitioning-push algorithm overcomes this inconvenient by using the multi-thread parallel
implementation of a non-parametric algorithm [12]. The main idea of this implementation is
to assign a processor to each newly generated subinterval Jp which will carry out the problem
forward from the current configuration of the problem. For each of the newly generated subinter-
vals, a copy of the current distance labels values is generated so that they can be independently
modified in the further parallel evolution of the algorithm.

Theorem 14. (Theorem of complexity) The parallel implementation of the Highest-label partitioning-
push algorithm solves the parametric maximum flow problem in O(n2m1/2 +Kn) time.

Proof: The complexity of the non-parametric HL preflow algorithm [1] is O(n2m1/2). The
HL partitioning-push algorithm generates new copies of distance label values (one for each of
the two new threads which will further run in parallel) every time a breakpoint occurs, i.e.
copying distance labels takes O(Kn) time where K is the number of breakpoints. Thus, the
total complexity of the algorithm is O(n2m1/2 +Kn). ✷

4 Application to assessing the legal information

To write an appropriate, objective and specific rule for every imaginable situation is an im-
possible thing to do. "Given the numberless potential variations, foreseeable and unforeseeable,
in motives and circumstances, there can, probably, be no end to the possible specific scenarios -
and thus no limit on the number of rules that would result from trying to write an appropriate
one for each possible, distinct fact situation." [11] The solution of many complex decision prob-
lems, such as assessing legal information, involves combinatorial optimization, i.e. obtaining the
optimal solution among a finite set of alternatives. Such optimization problems are notoriously
difficult to solve. One of the primary reasons is that in most applications the number of alterna-
tives is extremely large and only a fraction of them can be considered within a reasonable amount
of time. As a result, heuristic algorithms, such as evolutionary algorithms are often applied in
combinatorial optimization but their major problem consists in their high complexity.
In our opinion, the proposed algorithm can successfully be used in assessing legal information,
in their semantic evaluation or in generating files or legal information recording models and
subsequently transmitting them to the members of the information society.
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4.1 Concepts association network

Regarding the law as a mathematical phenomenon, the legislation represents a logical struc-
ture. Any law can be considered as a collection of fractal scenarios, made up of legal stipulations
and exceptions. In order to enhance assessing features, large collections of legal information
must be organized in hierarchical structures based on key concepts. Generally, there are two
approaches to hierarchical structures generation: the query-independent approach, offering a
consistent view of the whole corpus, and the query-dependent approach which allows concepts
to be organized differently depending on the query. The approach presented in our paper is a
query-dependent one, based on statistical co-occurrence in determining the relationship between
concepts. The algorithm builds a hierarchical structure where, for a certain topic, each of the
main concepts is related to distinct sub-concepts with different degrees of association values,
described by the parameter values.
The first stage in generating a concept hierarchy consists in extracting a set of main concepts,
related to the topic, and computing the degree of co-occurrences in relation with other sub-
concepts. Once the set of main concepts is extracted and their degrees of co-occurrences are
calculated, the concepts association network, covering all concepts, is constructed. The net-
work is built as a directed graph with weighted arcs, where each of the concepts represents a
node and the source node represents the topic of the query-dependent structure. The directed
graph contains an arc between two concepts only if those concepts co-occur in at least one legal
stipulation.

Definition 15. The degree of co-occurrence is computed as the number of legal articles (stipu-
lation) that contain (refer to) both concepts.

Definition 16. The strength of a concept, representing that concept’s importance, is the sum
of all its co-occurrences.

The capacities of the arcs (s, i) are set to u(s, i) := strength(i) while all the arcs (j, t) have
no upper value limit.

Definition 17. The parametric upper bound ū(i, j;λ) of an arc (i, j) is computed as:

ū(i, j;λ) =
strength(i)

externaldegree(i)
+ λ · co− occurrence(i, j). (14)

Finally, based on the computed parametric maximum flow in the concepts association net-
work, the sets of concepts defined by the parametric cut partitioning group the concepts in classes
which are ordered in hierarchies. As long as the sink node is reached in the concepts association
network, any of the directed paths starting from the source node represents a legal demarch. In
the case that for various reasons the sink node can not be reached, the meaning of this fact is
that some legal provisions are contradictory, inconsistent or ambiguous.

4.2 Theoretical legal aspects

Let us analyze, for example, the general provision of the Romanian Constitution, namely
Article 21, first alignment "any person can appeal to the court for protecting its legitimate
interests and liberties" and the second alignment "no law can restrict the exercise of these
rights". Among the main concepts with which the lawmaker operates, we can name: the free
access to justice, rights, liberties, legitimate interests. These concepts are in close connection to
other sub concepts which are not currently found in laws. Thus, according to Article 192 of the
Civil Procedure Code, "in order to protect one’s legitimate interests and rights, any person can



122
L. Sângeorzan, M. Parpalea, M.M. Parpalea,

A. Repanovici, R. Matefi, I. Nicolae

appeal to justice by approaching the competent court of law".
However, there are some exceptions to the general rule stated above, namely Article 193, the first
alignment of the Civil Procedure Code, according to which "approaching the court is an action
which can occur only after a preliminary procedure is completed if the law is clear on that matter.
The proof of completing this procedure will be attached to the summon", as well as the second
alignment of the same law, according to which "failure to complete the preliminary procedure
can only be invoked by the defendant in his response". To complete these provisions, we have the
first alignment of Article 7 of Law no 554/2004 regarding the administrative procedures which
state the following "before addressing the competent legal court, the person who claims that
it has suffered an injustice through an unilateral administrative act must first ask the public
authority, within 30 days, to revoke that certain document or some parts of it (...)".

4.3 Legal case study

First Court solution

To demonstrate the theoretical aspects discussed above, we will use the following example:
By their petition addressed to the Galati County Appeal Court, the plaintiffs R.I., B.S., G.M.,
S.C., G.V., S.G., R.V., S.C., A.C.E., G.C., S.A., B.I., E.A., G.G., G.G versus the Romanian
Government, The Galati County Pension Institution and the Romanian Council for Fighting
Discrimination have asked the annulment of the Government’s Decision no 737/2010 regarding
the method used for recalculation the amount of retirement money for the categories stated in
Article 1, letters c to h of Law no 119/2010 regarding the establishing of some measures for
maintaining the amount of retirement money, published in the Official Bulletin no 528 of June
29th, 2010, which the plaintiff was receiving at the date the document whose annulment is asked
came into force. By the same petition, they asked, according to the provisions of Article 15 of
Law no 554/2001 the suspension of the Government’s Decision no 737/2010 until this matter is
resolved. By its response, the Romanian Government claimed the petition was inadmissible as
it did not complete the preliminary procedure, according to Article 7 of Law no 554/2004. It
further asked for the petition to be dismissed as it is not insubstantial. The Romanian Ministry
for Work, Family and Social Protection intervened on behalf of the defendant - the Romanian
Government. By its decision no 52 of February 22nd, 2011, the Galati County Appeal Court,
dismissed the plaintiffs petition as inadmissible and allowed the Ministry to intervene on behalf
of the Romanian Government.
In order to reach this decision, the court stated that the provisions of Article 7, the first alignment
claim that the legal proceedings can only occur after the administrative authorities are given the
opportunity to revoke their document or amend it. In the matter at hand, although it was claimed
that the Government’s Decision no 737/2001 regarding the method used for recalculating the
amount of retirement money for the categories stated in Article 1, letters c to h of Law no
119/2010 regarding the establishing of some measures for maintaining the amount of retirement
money, should be annulled, there was no proof that a preliminary proceeding existed, as this was
a legal condition for the admissibility of the petition, according to Article 109, second alignment
of the Civil Procedure Code.

Appeal Court solution

The plaintiffs appealed this decision, by criticizing it for being illegal and unfounded and
claiming that, in the matter at hand, the preliminary procedure can be completed at any time
and this condition was met. The High Court of Justice, by analyzing the works and documents of
this case, ruled that the first court was correct to dismiss the plaintiff’s petition as inadmissible,
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as it does not respect the provisions of the first alignment of Article 7 of Law no 554/2004.
According to these provisions "before addressing the court, the person who claims one of its
rights was disrespected must first ask the public authority who created the document, within 30
days of that date, to revoked that document. The petition can also be addressed to the superior
hierarchical organ, if such an organ exists". Respecting the terms and conditions stated by law
for the preliminary procedure is a special demand of the law and the disrespecting of this demand
causes the plaintiffs inability to appeal the courts. In the matter at hand, the plaintiffs asked for
the annulment of Government’s Decision no 737/2010 without proving they have completed the
preliminary proceedings. This is similar to not respecting the legal obligation enforced by the first
alignment of Article 7 of Law no 554/2004. Indeed, according to the provisions of Article 7, the
first alignment of Law no 554/2004, "in case of an administrative act, the preliminary procedure
can be completed at any time", as the Government’s Decision no 737/2010 is considered to be
an administrative act with power of the law.

However, these legal provisions must be interpreted in close connection with those of Article
11 of the Administrative Proceedings Law which describes the term to formulate such a demand,
as well as with the provisions of Article 7, the first alignment of the same law. The phrase
"at any time" allows for the possibility of formulating such a petition and for completing the
preliminary proceedings without respecting the term stated in Article 11 of Law no 554/2010,
except for "ordinances of their dispositions which are considered to be unconstitutional, as well
as administrative documents with power of the law which are considered to be illegal", as this
course of action is regulated by the fourth alignment of this Article.

The preliminary procedure regulated by Article 7, alignments (1) and (11) of Law no 554/2004,
is a condition for the admissibility of the petition, according to Article 109, second alignment
of the Civil Procedure Code, as it is previous to appealing the court. Considering all aspects
mentioned above and seeing that there are no reasons to annul the first court’s decision, the High
Court will dismiss the appeal as unfounded [13].

Figure 1: Concepts association network for the presented legal example.

As can be easily seen in the concepts association network presented above in Fig.1, by follow-
ing the directed path which does not include the preliminary procedure attached to a summon,
the sink node can never be reached, revealing the fact that some legal provisions are contradictory,
inconsistent or ambiguous.

Further developing the above presented model, based on an appropriate corpus (database) of
legal stipulations which is generated by our algorithm in the way it has previously been presented
above already, a computer application can be developed so that to any online transmitted legal
question, a solicitor could receive the adequate legal information.
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5 Conclusions

The maximum flow problem in parametric networks turns out to be an important scenario
in practice since the complexity of its solving algorithm was reduced to a linear dependency of
the number of breakpoints. The present article presents the state-of-the-art of the approaches
for solving the parametric maximum flow problem and presents an original parametric preflow
algorithm, based on network partitioning technique. After presenting the basic parametric net-
work flow terminology adapted for the parametric network with linear capacity functions and
zero lower bounds, the proposed highest label partitioning push (HLPP) algorithm is described
in details, being accompanied by the corresponding theorems of correctness and of complexity of
the algorithm. In one of its final sections, the article also proposes a way of implementation of
our algorithm in the legislation domain. The Definitions (12-14) and interpretations contained
in this section are also original contributions of the authors.
Moreover, the given example shows the way the proposed algorithm progressively generates
hierarchical structures of legal articles (stipulations), gathered according to their relevance in
explaining a general legal topic (or legal problem). Using suitable file structures for legal infor-
mation recording, these sets of legal stipulations can be transmitted to any user (or solicitor).
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Abstract: Computing and filtering sorted subsets are frequently required in statis-
tical data manipulation and control applications. The main objective is to extract
subsets from large data sets in accordance with some criteria, for example, with the
maximum and/or the minimum values in the entire set or within the predefined con-
straints. The paper suggests a new computation method enabling the indicated above
problem to be solved in all programmable systems-on-chip from the Xilinx Zynq fam-
ily that combine a dual-core Cortex-A9 processing unit and programmable logic linked
by high-performance interfaces. The method involves highly parallel sorting networks
and run-time filtering. The computations are done in communicating software, run-
ning in the processing unit, and hardware, implemented in the programmable logic.
Practical applications of the proposed technique are also shown. The results of imple-
mentation and experiments clearly demonstrate significant speed-up of the developed
software/hardware system comparing to alternative software implementations.
Keywords: computing sorted subsets, communicating hardware/software systems,
filtering, sorting networks, control applications.

1 Introduction

Many electronic, environmental, medical, and biological control applications need to process
data streams produced by sensors and measure external parameters within given upper and
lower bounds (thresholds) [1]. Let us consider some examples. Applying the technique [2] in
real-time applications requires knowledge acquisition from controlled systems (e.g. plant). For
example, signals from sensors may be filtered and analyzed to prevent error conditions (see [2]
for additional details). To provide more exact and reliable conclusion, combination of different
values need to be extracted, ordered, and analyzed. Similar tasks appear in monitoring thermal
radiation from volcanic products [3], filtering and integration of information from a variety of
different sources in medical applications [4] and in other practical applications described in [5].
Since many control systems are real-time, performance is important and hardware accelerators
may provide significant assistance for software. A similar data processing is applicable to data
mining algorithms, such as [6].

Let us consider control systems that collect, filter and analyze data produced by some mea-
surements. We will describe below such computations that permit:

• the maximum and/or minimum sorted subsets to be extracted (the maximum/minimum
sorted subset of size Lmax/Lmin contains Lmax/Lmin data items with maximum/minimum
values from a given set);

• the maximum and/or minimum sorted subsets to be found within the given upper Bu and
lower Bl bounds.

Copyright © 2006-2016 by CCC Publications - Agora University
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Figure 1: General architecture of data processing

The problem can be solved as it is shown in Fig. 1.
There are two blocks in Fig. 1. Measured data items are handled in such a way that the

maximum and/or minimum subsets with Lmax and/or Lmin items are extracted by the data
processing block. Input data may optionally be filtered allowing only items (such as D) that fall
within pre-given constraints (e.g. Bl ≤ D ≤ Bu or Bl < D < Bu) to be processed.

The paper suggests a method and high-performance implementation of architecture in Fig.
1 in all programmable systems-on-chip (APSoC) from the Xilinx Zynq-7000 family [7] that are
recently developed field-configurable devices integrating the most advanced programmable logic
(PL) and a widely used processing system (PS) based on the dual-core ARM® Cortex™ MP-
Core™. The available interfaces between the PS and PL are supported by ready-to-use intellectual
property (IP) cores. These, combined with numerous architectural and technological advances,
have enabled APSoCs to open a new era in the development of highly optimized computational
systems for a vast variety of practical applications, including high-performance computing, data,
signal and image processing, control, and many others. The main target of APSoCs is integration
in the developed systems of software and hardware components assuming that such integration
enables characteristics (most often performance) of the system to be improved. The complexity of
hardware only solutions is frequently limited by the available resources in the PL. Software/hard-
ware solutions can be very complex and they are appropriate for control applications, such as
that are described, for example, in [2,4]. The most close related work can be found in [5,8] where
the importance of the considered problem is underlined, but the methods that allow the problem
to be solved are different and the proposed below methods permit better results to be achieved.

The remainder of the paper is organized in eight sections. Section 2 presents the proposed
software/hardware architecture. Section 3 describes a novel method allowing the maximum and
minimum sorted subsets for a given set of data items to be computed. Section 4 suggests a
run-time filtering method. Section 5 is dedicated to on-chip communication mechanisms link-
ing software and hardware components. Section 6 shows how large subsets (for which hardware
resources are not sufficient) can be computed and discusses additional capabilities such as extract-
ing only the maximum or only the minimum subsets. Section 7 demonstrates potential practical
application (from the areas of control and data mining). Implementations in Zynq microchips
and the results of thorough evaluation and comparison of software only and software/hardware
solutions with explicit indication of the achieved acceleration are discussed in section 8. Section
9 concludes the paper.
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2 Software/Hardware Architecture

Fig. 2 presents the proposed software/hardware architecture.

E
xt

e
rn

a
l 

D
D

R
 m

e
m

o
ry

On-chip 

memory 

(OCM)

PS

PL

Zynq device

High-Performance Interfaces

1. Acquiring data and saving them 

in OCM or external memory. 

2. Requesting to extract subsets in 

the PL.

3. Collecting extracted subsets in 

OCM or external memory.

1. Processing requests from the PS in 

highly parallel circuits. 

2. Optional interaction with analog and 

digital sensors, acquisition of data and 

transmitting them to the PS.

Figure 2: The proposed software/hardware architecture

The PS collects data, that may be acquired from different sources (such as from a host PC
or from sensors connected to a Zynq device), and stores them in on-chip or external memory.
The PL processes requests from the PS, that is, reads data from memories, and rapidly extracts
the maximum and/or minimum subsets. Both parts, that are the PS and PL, may function in
parallel and any request can be seen as a macroinstruction executed in the PL concurrently with
other potential instructions in the PS.

It is shown in [9] that for transferring a small number of data items between the PS and the PL
on-chip general-purpose ports (GPP) can be used more efficiently than other available interfaces.
Thus, requests from the PS to the PL are formed through GPP where the PS is the master and
the PL is a slave. It is also shown in [7, 9] that large volumes of data can be more efficiently
transferred from/to memories to/from the PL through high performance (HP) interfaces: High-
Performance Advanced eXtensible Interface (AXI HP) and AXI Accelerator Coherency Port
(AXI ACP). In all our designs memories are slaves and either the PL or the processor in the PS
is the master. To increase performance, data from memories may be requested to be cacheable.

3 Computing Sorted Subsets

Let set S containing N M-bit data items be given. The maximum subset contains Lmax largest
items in S and the minimum subset contains Lmin smallest items in S (Lmax ≤ N and Lmin ≤ N).
We mainly consider such tasks for which Lmax < < N and Lmin < < N which are more common
for practical applications. Since N may have very large value (millions of items) it cannot be
processed completely in hardware due to the unavailability of sufficient resources. It is shown
in [10, 11] that even for relatively complex Field-Programmable Gate Arrays (FPGAs) the size
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N is limited. For example, for even-odd merge and bitonic merge networks [12] N cannot exceed
a few hundreds of 32-bit items even for very advanced FPGAs (such as the largest devices from
the Xilinx Virtex-7 family). In Zynq devices implementing circuits from [12] the maximum value
of N does not exceed 128 32-bit items. Iterative even-odd transition networks from [11] permit
significantly larger number of items (exceeding thousands of 32-bit items) to be processed and
they will be used for computing sorted subsets in hardware. However, in practical cases the
given sets anyhow cannot be entirely processed and computing the maximum and/or minimum
sorted subsets needs to be done sequentially, nevertheless handling many items in parallel. Fig.
3 depicts the proposed architecture that enables the considered problem to be solved.
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Let us divide the given set S into Q = ⌈N/K⌉ subsets, all of which contain exactly K M-bit
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items except the last one, which may have less than K M-bit items. Computing subsets is done
incrementally in Q steps (we assume below that K ≤ N).

At the first step, the first K M-bit data items are sorted in the network [11] which processes
Lmax+K+Lmin data items but comparators linking the upper part (handling Lmax M-bit data
items) and the lower part (handling Lmin M-bit data items) are deactivated (i.e. the links with
the upper and bottom parts are broken). So, sorting is done only in the middle part handling K
M-bit items. As soon as the sorting is completed, the maximum subset is copied to the upper
part of the network and the minimum subset is copied to the lower part of the network (see Fig.
3).

From the second step, all the comparators are properly linked, i.e. the network from [11]
handles Lmax+K+Lmin items, but the feedback copying (see the first step and Fig. 3) is disabled.
Now for each new K M-bit items the maximum and the minimum sorted subsets are appropriately
corrected, i.e. new items may be appended.

At the last step, the number of incoming items may be less than K. Fig. 4 explains how the
maximum and minimum subsets are corrected for the last possibly incomplete subset of items.
There is an additional MUX in Fig. 4, which supplies data items from a HP port (linking the
PL with memory) until the received item is not the last. As soon as the last item is read from
memory, the next items (until K) are taken as the maximum value from the minimum subset
(see the lower subset in Fig. 3). Clearly, such an item cannot be moved again to the minimum
subset and the last sorting step is executed similarly to the previous steps.

Let us look at the example shown in Fig. 5 for which: N = 21, K = 8, Lmax = Lmin =
4, and S = 26,37,11,19,3,7,99,56,29,37,22,99,1,55,39,47,12,45,83,5,18. The set S is divided into
the following three subsets: A = 26,37,11,19,3,7,99,56, B = 29,37,22,99,1,55,39,47, and C =
12,45,83,5,18.

Note that the last subset C contains only 5 elements and is incomplete. Symbol U in Fig.
5 indicates undefined value. The iterative sorting network is exactly the same as in [11]. Any
comparator is shown in Knuth notation [13] and it converts two-item inputs in two-item outputs
in such a way that the upper value is greater than or equal to the lower value. The maximum
number of iterations for sorting is K/2 [14] and this number is almost always smaller because
the method [11] terminates subsequent iterations as soon as all items are sorted. There are 3
steps in Fig. 5. At the first step, K (K=8) items are sorted and copied to the maximum and
minimum subsets.

Two comparators are disabled in accordance with the explanations given above (breaking
links of the middle section in the sorted network with the upper and the lower sections). At the
second step, all the network comparators are enabled and Lmax+K+Lmin items are sorted by the
iterative network with feedback register (FR). All necessary details can be found in [11]. It is easy
to show that the maximum number of iterations is ⌈(max(Lmax,Lmin)+K)/2⌉ and much like the
previous case this number is almost always smaller [11]. At the last (third) step, the incomplete
subset C is extended to K items by copying the maximum value (11) from the minimum subset
11,7,3,1 to the positions of missing data (see Fig. 5). After sorting Lmax+K+Lmin items at the
step 3 the final result is produced.
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Figure 5: An example (computing subsets)

4 Filtering

Let Bu and Bl be predefined upper (Bu) and lower (Bl) bounds for the given set S. We would
like to use the circuit in Fig. 3 only for such data items D that fall within the bounds Bu and
Bl, i.e. Bl ≤ D ≤ Bu (or, possibly, Bl < D < Bu). Fig. 6 depicts the proposed architecture that
enables data items to be filtered at run-time (i.e. during the data exchange between the PS and
PL). There is an additional block on the upper input of the MUX (see also Fig. 4), which takes
a data item Ik from a HP port and executes the operation indicated on the right-hand part of
Fig. 6. If the counter is incremented, then a new register is chosen to store Ik. Otherwise, the
signal WE (write enable) is passive and a new item with a value that is out of the bounds Bu

and Bl is not recorded in the registers.

(count = count+1, WE) when

B
l
£ Ik £ Bu else null; 

If input value Ik is within the 
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u

and B
l
then 

increment the address counter 
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Let us look at the same example in Fig. 5 for which we choose Bu = 90 and Bl = 10 (see
Fig. 7). At the first step incoming data items have preliminary been filtered, the values 99, 7,
and 3 have been removed (because they are either greater than Bu = 90 or less than Bl = 10),
and the subset A with 8 items is built from 11 first elements of the set S. At the second (last)
step, the values 99, 1, and 5 have been removed, and the subset B = 55,39,47,12,45,83,18 is built
from the remaining allowed elements of the set S. Since there are 7 items in B and K = 8, this
subset is incomplete.

As can be seen from Fig. 7, two steps are sufficient to extract the maximum and the minimum
subsets from the filtered set S. Similarly, filtering and computing sorted subsets can be done for
very large data sets.
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Figure 7: An example (filtering and computing subsets)

Clearly, the described above operations can be done in software. For example, C function qsort

permits large data sets to be sorted. After that extracting the maximum and minimum subsets
may easily be done. Filtering can be provided much like it is shown in Fig. 6 eliminating items
that do not fall within the predefined constraints. However, for many practical applications
performance of the described above operations is important. To evaluate software/hardware
solutions three different components need to be taken into account (see Fig. 8): 1) software
part; 2) hardware part; and 3) the circuits that provide for data exchange between software and
hardware. Numerous experiments were done in [15] to compare such solutions with software only
systems. One example in [15] enables sorting blocks of data composed of 320 32-bit items in the
PL that are further merged in the PS (see Fig. 8). From 512,288 to 4,194,304 of 32-bit data items
were randomly generated in the PS (i.e. the size of data varies from 2MB to 16MB) and then
sorted in software with the aid of the function qsort and in the software/hardware system (see
Fig. 8). The actual performance improvement was by a factor of about 2.5. It was shown in [15]
that hardware circuits in the PL are significantly faster than software in the PS. In this paper we
evaluate and compare software/hardware and software only solutions taking into account all the
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involved communication overheads that were measured in [15]. We will mainly use AXI ACP [7]
which provides one of the fastest interfaces for exchange of large data sets between the PS and
PL [7, 9, 15]. The number of data items transferred from the PS/memory to the PL is the same
as in [15]. However, the number of data items transferred from the PL to the PS/memory is
significantly smaller enabling much better acceleration to be achieved.

Software part

Hardware part

Circuits that provide support 

for data exchange

Software/hardware

Merging blocks

Sorting blocks

Transferring blocks 
between software 

and hardware 

PS

PL

Figure 8: An example of a software/hardware system

5 Communication of Software and Hardware

Fig. 9 shows how communication is organized between software and hardware. It is done
similarly to [8,15], but the proposed in this paper processing is different. The developed hardware
in the PL is divided in two parts: application-specific (that is filtering and computing subsets)
and communication-specific processing. The latter is studied in [15] and provides support for
data exchange with storage of the PL that is either block RAM or registers built from flip-flops
of configurable logic blocks.
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Figure 9: Communication between software and hardware components
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Data are transmitted in blocks of 32/64-bit items (i.e. either M=32 or M=64) and the fastest
burst mode is applied. Input data items Ik (k=0,1,. . . ,K-1) are processed by the described above
circuits (see Fig. 3, 4, 6). Note that GPP do not allow burst mode to be applied but are very
appropriate for transferring small number of signals that may be used for control in the PL and
for some additional details. In our system they are:

1) start requiring data processing in the PL to be initiated;
2) K (see Fig. 3);
3) Bu and Bl (see Fig. 6);
4) additional signals, namely source address, destination address and sizes of data to be

transferred from the PS to the PL and vice versa.
Fig. 10 demonstrates a component diagram for reading the initial large volume data from

the PS and for transferring the results (i.e. the computed maximum and minimum subsets) from
the PL to the PS. We found that in such interactions between the PS and PL the best way is
to use HP ports to read data from the PS (memories) and transfer them to the PL and to write
data from the PL to the PS (memories). Since memory controllers belong to the PS we can talk
about data transfers between the PS and PL. Exchange of data in both directions is done in
burst mode supported by a burst reader and a burst writer described in [8,15]. Both processing
(Th) and communication (Tc) times are measured and taken into account.
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Figure 10: Operations in hardware components

6 Computing Large Subsets and Additional Capabilities

For some practical applications the maximum and/or minimum subsets may be large and the
available hardware resources become insufficient to implement the circuits in Fig. 3.
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The arising problem can be solved using the following technique. Let lmax and lmin be
constraints for the upper and bottom parts of the sorting network in Fig. 3, i.e. circuits with
larger values (than lmax and lmin) cannot be implemented due to the lack of hardware resources
or for some other reasons. Let the parameters for the maximum and minimum subsets be greater
than lmax and lmin, i.e. Lmax > lmax and Lmin > lmin. In such case the maximum and minimum
subsets can be computed incrementally [8] as follows:

1. At the first iteration the maximum subset containing lmax items and the minimum subset
containing lmin items are computed. The subsets are transferred to the PS (to memories).
The PS removes the minimum value from the maximum subset and the maximum value
from the minimum subset. Such correction avoids loss of repeated items at subsequent
steps. Indeed, the minimum value from the maximum subset (the maximum value from
the minimum subset) can appear for subsets to be subsequently constructed in point 3
below and they will be lost because of filtering (see point 3).

2. The minimum value from the corrected in the PS maximum subset is assigned to Bu. The
maximum value from the corrected in the PS minimum subset is assigned to Bl. The values
Bu and Bl are supplied to the PL through GPP.

3. The same data items (from memory), as in point 1 above, are preliminary filtered (see Fig.
6) in such a way that only items that are less than Bu and greater than Bl are allowed to be
processed, i.e. computing sorted subsets can be done only for the filtered data items. Thus,
the second part of the maximum and minimum subsets will be computed and appended
(in the PS) to the previously computed subsets (such as subsets from point 1). Note, that
the method for processing incomplete subsets (see Fig. 4) may need to be applied for the
last iteration.

4. The points 2 and 3 above are repeated until the maximum subset with Lmax items and the
minimum subset with Lmin items are computed.

Note, that if the number of repeated items is greater than or equal to lmax/lmin, then the method
above may generate infinite loops [8]. This situation can easily be recognized. Indeed, if after
corrections in point 1 above any new subset becomes empty then an infinite loop will be created.
In such case we can use another method based on software/hardware sorters from [9]. In section
8 we will present the results of experiments for such sorters.

For some practical cases only the maximum or the minimum subsets need to be extracted.
This task can be solved easier than in Fig. 3 with the aid of the circuit shown in Fig. 11 (for
computing only the maximum subset).
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At initialization stage Lmax M-bit words of the FR (see Fig. 5) are filled in with the smallest
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possible value (such as zero or the minimal value for M-bit data items). After that the processing
is executed as before (see section 3) and finally the maximum subset will be computed. For
computing the minimum subsets the bottom part of Fig. 3 is filled in with the largest possible
value (such as the maximum value for M-bit data items).

7 Practical Applications

Let us consider practical applications from the scope of control. We have already mentioned
in section 1 that applying the technique [2] in real-time systems requires knowledge acquisition
from controlled devices. The data may be compared with the previously collected data that are
kept in databases for similar control scenarios. The results of comparison can be analyzed and
used to modify the algorithms allowing control operations to be optimized, undesirable (or error
prone) situations to be avoided, etc. Let us look at Fig. 12 where software collects important
data from a controlled system, such as changes in temperature, deviation of positions, offsets,
etc. The collected data are optionally filtered and their subsets (maximum, minimum, or both)
are computed (see the bottom part of Fig. 12). Data from previous scenarios for analogous
conditions are extracted from the database and they are also optionally filtered and similar
subsets are computed (see the upper part of Fig. 12).
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Figure 12: An example of control application

Data from the controlled system (see the bottom part of Fig. 12) and from the database (see
the upper part of Fig. 12) are analyzed. For example, average maximum values are checked.
The results of analysis may be used to modify control algorithms much like it is done in [9, 16].
For example, modules of controllers from [9] can be replaced to optimize execution of relevant
operations.

Another group of potential applications is from the scope of statistical data manipulation
such as data mining. To describe one of the problems from this area informally let us consider
an example [6] with analogy to a shopping card. A basket is the set of items purchased at one
time. A frequent item is an item that often occurs in a database. A frequent set of items often
occur together in the same basket. A researcher can request a particular support value and find
the items which occur together in a basket either a maximum or a minimum number of times



Computing Sorted Subsets for Data Processing in
Communicating Software/Hardware Control Systems 137

within the database [6]. Similar problems appear to determine frequent inquiries at the Internet,
customer transactions, credit card purchases, etc. producing very large volumes of data in the
span of a day [6]. Computing sets of the most frequent or the less frequent items in large data
sets permits the relevant data mining algorithms to be simplified and accelerated. Sorting of
subsets is involved in many known algorithms from this area e.g. [17–19] and the results of the
paper may provide a valuable assistance.

8 Implementation, Experiments, and Comparisons

Much like [8] we have used a multi-level computing system [9]. Initial data are either generated
randomly in software of the PS with the aid of C language rand or prepared in the host PC.
In the last case data may be generated by some functions or copied from available benchmarks.
Computing subsets in software/hardware systems is mainly done in Zynq APSoC xc7z020 housed
on ZedBoard [20] with the aid of the described above software/hardware architectures (see Fig.
2-4, 6, 9, 10). Computing subsets in software only sorters is completely done in software of the
PS calling C language qsort function which sorts data and after that the maximum and/or the
minimum subsets are extracted. The results are verified in software running either in the PS or
in the host PC. Functions for verification of the results are given in [9]. Verification time is not
taken into account in the measurements below.

Synthesis and implementation of hardware modules were done in Xilinx Vivado 2015.2. Stan-
dalone software applications were created in C language and uploaded to the PS memory from
the Xilinx Software Development Kit (SDK) using methods described in [9]. Interactions with
APSoC are done through the SDK console window.

For all the experiments 64-bit AXI ACP port was used for transferring blocks between the
PL and memories. The size of each block for burst mode is chosen to be 128 of 64-bit items.
Two memories were tested: the OCM (for smaller number of data items) and external (on-
board) DDR. The OCM is faster because it provides for 64-bit data transfers [7] but the size of
this memory is limited to 256 KB. The available on ZedBoard 4 Gb DDR supports 32-bit data
transfers.

The measurements were based on time units (returned by the function XTime_GetTime [21])
for Lmax = Lmin = 128, M=32, and K = 256 (see Fig. 3). The following operations have
been executed: a) copying data to the selected memory in the PS; b) providing the necessary
initialization for the function XTime_GetTime (i.e. the consumed time will be measured from this
point); c) making the request, i.e. setting (through GPP) source address, destination address,
the size of data to be copied, and start processing in the PL (optionally some other data, such
as Bu and Bl for filtering, may be provided); d) copying data from the PS to PL and executing
all the required operations in the PL; e) copying the computed subsets from the PL to PS; f)
generating a hardware interrupt that is handled in the PS as a completion of the request (thus,
the consumed time is measured at this point in the PS). Each unit returned by the function
XTime_GetTime corresponds to 2 clock cycles of the PS [21]. The PS clock frequency is 666
MHz. Thus, any unit corresponds to approximately 3 ns. The PL clock frequency was set to 100
MHz.

Fig. 13 shows the time consumed for computing the maximum and minimum subsets for
data sets with different sizes in KB (from 2 to 128). Since M=32 the number of processed words
(N) is equal to the indicated size divided by 4.

Fig. 14 shows the acceleration of the software/hardware system comparing to the software
only system. Note that Fig. 13, 14 give diagrams for the OCM. If DDR memory is used then
communication overheads are slightly increased but acceleration in the software/hardware system
comparing to the software only system is again significant.



138 V. Sklyarov, I. Skliarova, A. Rjabov, A. Sudnitson

Let us compare the results with [5, 8]. The number of data items in the proposed solutions
is larger than in [5] and can easily be additionally increased. For similar data sets the achieved
acceleration is better than in [8] thanks to additional optimization of the proposed circuits.

We also implemented and tested the proposed circuits in a more advanced prototyping board
ZC706 [22] with Zynq microchip xc7z045. Data were taken from DDR memory and the maximum
and minimum subsets were extracted with K data items where K varied from 256 to 1,024 (as
before M = 32, N is equal to 256 KB). The consumed time varies from 1,850 µs for Lmin =
Lmax = 256 to 7,200 µs for Lmin = Lmax = 1,024. Thus, the proposed solutions can be used for
solving significantly more complicated problems that cannot be solved, in particular, with the
aid of the methods [5]. If only the maximum or only the minimum subsets have to be computed
the acceleration is slightly increased (although it is almost the same) and the occupied hardware
resources are reduced.

The proposed filtering (see Fig. 6) does not consume any additional time because it is
combined with data transfers. So, we can say that the time is included in communication
overheads and the latter were taken into account in all measurements. It should be noted that
filtering is not described in [5, 8].
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Figure 13: Computing time in software only and software/hardware systems

If the size of the requested subsets is increased in such a way that all data need to be read from
memory several times then the results are the same as in [8] (see comments in [8] for additional
details).

We found that parallel circuits that enable the maximum and minimum subsets to be ex-
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tracted in the ZedBoard [20] can be built up to K = 256. In this case additional hardware
resources that enable data exchange between the PS (memories) and PL are available. Similar
circuits for the ZC706 can be built up to K = 1,024. Note that if a block of data needs to
be sorted in hardware then the number of processed data may be greater because in our case
two blocks (each of which possesses K items) have to be handled in parallel and in case of data
sorting [9] it is sufficient to handle just one block of data. Additional optimizations such as
partial merging in hardware circuits permit the size K to be additionally increased. However,
the processing time will also be increased.

9 Conclusion

The paper suggests methods for computing the maximum and minimum subsets that are
extracted from large data sets in communicating software/hardware systems, namely in devices
from the Xilinx Zynq family, which combine a high-performance processing system with advanced
programmable logic. The extracted subsets may be filtered and this feature is useful for control
applications. The proposed solutions are highly parallel permitting capabilities of programmable
logic to be used very efficiently. All the proposed methods were implemented in commercial
microchips, tested, evaluated, and compared with alternatives. The results of experiments have
shown significant speed-up of the proposed software/hardware systems comparing to software
only systems and to competitive hardware/software implementations. In particular, the size of
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subsets was increased and additional tasks important for control applications were discussed and
solved. Practical applications of the proposed technique for control applications and statistical
data manipulation were also given.
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Abstract: Physiological or biological stress is an organism’s response to a stressor
such as an environmental condition or a stimulus. The identification of physiological
stress while performing the activities of daily living is an important field of health
research in preventive medicine. Activities initiate a dynamic physiological response
that can be used as an indicator of the overall health status. This is especially relevant
to high risk groups; the assessment of the physical state of patients with cardiovascular
diseases in daily activities is still very difficult. This paper presents a context-aware
telemonitoring platform, IPM-mHealth, that receives vital parameters from multiple
sensors for online, real-time analysis. IPM-mHealth provides the technical basis for
effectively evaluating patients’ physiological conditions, whether inpatient or at home,
through the relevance between physical function and daily activities. The two core
modules in the platform include: 1) online activity recognition algorithms based on
3-axis acceleration sensors and 2) a knowledge-based, conditional-reasoning decision
module which uses context information to improve the accuracy of determining the
occurrence of a potentially dangerous abnormal heart rate. Finally, we present rel-
evant experiments to collect cardiac information and upper-body acceleration data
from the human subjects. The test results show that this platform has enormous
potential for use in long-term health observation, and can help us define an optimal
patient activity profile through the automatic activity analysis.
Keywords: decision support systems, telemonitoring, Context-Aware application

1 Introduction

For patients with cardiovascular disease, physiological stress is an important index to measure
their overall health status [1]. However, the daily physiological stress ration of a patient cannot
be carried out through simple laboratory simulation due to the various factors that influence daily
life; this makes the standardization work for measuring physiological stress difficult. Currently a
large amount of research work in the field of preventive medicine is developed around physiological
monitoring. With the development of communication and sensor technologies, the mode of (a)
real-time physiological parameter acquisition and (b) automatic online analysis provides new
technical solutions for effectively resolving long-term monitoring of a patient’s daily activity. In
previous work [2] [23] we reported about the potential relationship between cardiac information

Copyright © 2006-2016 by CCC Publications - Agora University
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and physiological stress. A novel fuzzy modeling based HRV analysis method for stress assessment
was proposed in [23]. The method of [23] extracts the features of HRV in time-frequency domain
and fuzzy techniques are exploited to render robustness in HRV analysis against uncertainties
arising from individual variations. This paper presents a wearable, remote-monitoring system
based on patient context information. The monitor’s purpose is to evaluate the physiological
parameter combined with the human body status, and detect an anomalous event through the
context information.

Patient context-aware information is an important concept in the mobile health environment.
According to the descriptions of Dey, Abowd, et al., in their thesis’s general definition of context
[3], patient context can be defined as the information for a patient’s medical situation, which
can be roughly divided into the following categories: (a) patient’s vital parameters, (b) medical
symptoms (vomiting ...), (c) risk factors (cholesterol level ...), (d) activities (standing, walking
...), and (e) surrounding environment (room temperature ...)

Context-aware computing is an important research field in ubiquitous computing [4]. "Context-
aware system" refers to a system which can perceive a change in the user’s environment and make
a corresponding adjustment. Under a mobile health environment, the context-aware system con-
nects various medical and perception equipment via the network; access to various resources
and information is more convenient for medical staff, thus improving their efficiency. The fusion
of environment/position information, patient’s health status, and physiological parameters can
provide rich context information for doctors’ decisions and provide an enhanced environment for
more-informed medical service.

2 Related Work

In related work various types of relevant data have been collected individually or in some
combination for a variety of healthcare purposes [5]- [6]. Physiological profile data has been used
exclusively [7] or has been used in conjunction with activity profile data [8] and environmental
information [9]. Among these papers, special note should be taken of the system described in [10].
This work presented an approach where vital parameter changes of patients are detected in the
biosignal recording system in real-time, however, the users are prompted to provide additional
input about their daily living activities. Therefore, user intervention is required in that system
to provide additional context information [11]. In [12] systems are presented that analyze physio-
logical function in conjunction with automated observation, wellbeing, and health status. In [13]
a system is described that analyzes the relationship between an activity profile and physiological
information.

Automatic recognition and quantification of human activities using wearable sensors during
activities of daily living has been increasingly used in many research works [24]- [27].

3 System structure

This paper proposes a multi-sensor system which uses an inference decision support system
with a basis of rules to improve the accuracy of discovering potentially dangerous heart rate
variability. As shown in Figure 1, two different sensors at local site of patient are used for
acquiring patient context information and physiological parameters. The sensors in the first
category include environmental sensors used for monitoring interaction between a patient and
the surrounding environment; meanwhile, a wearable acceleration sensor acquires the patient’s
activity status. The information acquired in this group of sensors can accurately reflect the time,
location, and context of the patient’s activity performing in the environment. The sensors in
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Figure 1: Institute for Preventive Medicine mobile Health (IPM-mHealth) System Structure

Figure 2: Hidalgo Equivital Muti parameter Sensor

the second category include vital signs sensors, which is a typical wearable sensor for measuring
the patient’s physiological parameters. Real-time accurate physiological parameter acquisition
is the basis for data analysis; then we can combine the context information of physical activity
to carry out more effective physiological status analysis. This paper has the focus on the two
core elements of the framework: (1) automated activity recognition, and (2) knowledge-based
decision module.

• Activity recognition can mainly be divided in two ways: visual-based and sensor-based [14]
- [15]. The activity recognition method based on a 3-axis acceleration sensor belongs to
the latter; this is the newly emerged branch of human body activity identification research.
Compared with traditional activity recognition based on visual sense, it provides advantages
such as the acquisition of movement data in a simpler and more human manner, etc. The
algorithm designed in this paper focuses on the acceleration signal worn on a patient’s
body as a recognition basis.

• The Decision Module represents the intelligent core part of the system. For context pro-
cessing, modeling should be carried out first for a patient’s context information. (For
example: the activity and position in an abnormal heartbeat situation can be included
into one context). The experiments uses Web Ontology Language (OWL) to construct
the model and process it using Sample Semantic Web Rule Language [16], which can also
provide the higher level information about the overall health status of patients through its
conditions based engine.
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Figure 3: Equivital sensor chest belt

The system is tested by using the hardware devices: Equivital wearable-mutiparameter-
sensor solution developed by Hidalgo [22]. One Equivital device was placed on the upper body
of the participant (as shown in Figure 2 and 3). The sensor module with a special chest belt
is an appropriate solution for recording the required measurands. It offers the possibility to
acquire cardiac function (via three integrated fabric-based silver-coated electrodes), pulmonary
function (via an integrated resistance strain gauge),activity function activity(via an integrated
accelerometer ADXL330) and skin temperature (via an integrated thermistor).

The Equivital sensor solution, fully charged, offers 24 hours of operation. Due to the low
overall weight of 175g (electronic module and the sensor 75g; belt 100g) and the dust/water
resistance protection rating of IP 67 (0.4 m = 30 min.), the IPM-mHealth system allows subjects
to move freely in their familiar work surroundings as an examiner continuously monitors their
condition from any location.

4 System Design

4.1 Automatic Activity Recognition

Automated activity analysis is the essential component of the IPM-mHealth system which
provides new opportunities for quality long-term studies of various vital functions. Activity
identification can be defined as a classification problem in the machine learning field. The basic
flow of activity identification is as follows. First, 3-axisacceleration sensor data should be acquired
and sensor features (mean value, peak value, standard deviation, spectrum energy, etc.) should
be extracted within the specific time window. Then, classification training for sensor data should
be carried out under a different activity status. The activity recognition flow is shown in Figure
4:

1. First the accelerometer data will be collected and smoothed.

2. Specific sensor values will be extracted within a defined time window (average, maximum,
standard deviation, etc.).

3. Then the WEKA tool will be used to classify the measured data relevant to the various
states.
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Figure 4: Flowchart for automatic activity recognition

Figure 5: Direction of the Equivital 3-Axis Accelerometer

4. Finally, we use the 1-k-Nearest Neighbour (kNN) classifier to classify the activity status.

(1) Acceleration data acquisition
In this paper, we capture data for ten (10) volunteers performing six (6) different movements,

including standing, walking, running, jumping, walking upstairs, and walking downstairs; for
each action, the sensor data was collected five (5) times. A total of 300 samples of acceleration
data are used as the original acceleration signal. The signals are collected by the Equivital
sensor described above. The sensor module itself has an integrated three-axis accelerometer,
ADXL330, and allows detection of orientation and body activity. The device’s integrated 3-
axis accelerometer was used at a sample rate of 100 Hz for each axis, providing synchronous
acquisition of motion data.

The coordinate-system of the 3-axis acceleration sensors is defined relative to the front of the
devicein its default orientation. As Figure 5 shows, the X-axis is horizontal and points to the
right, the Y axis is vertical and points up and the Z axis points towards the outside of the front
face of the device. In this system, coordinates behind the device have negative Z values.

All of these data (raw data, calculated data, and message data) can be transferred continu-
ously and wireless from the sensor module, via a Bluetooth class interface, to the IPM-mHealth
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Figure 6: Data transmission process

client in realtime. By calling the Sensor Communication Module offered in the IPM-mHealth
client, the raw data of Equivital acceleration sensors can be transferred and stored.

As shown in Figure 1, the IPM-mHealth client, running on the smart phones, is responsible
for the collection of sensor node data and for sending the data to a remote data processing
center. The data processing center, based on a Hadoop server cluster, is responsible for data
collection, analysis, processing, and data mining. The communication between the IPM-mHealth
client and server is implemented through HTTP/HTTPS, SOAP, and SOCKET. HTTP is used in
synchronous XML workflow description; SOAP is used to transmit ontology instance information;
the SOCKET connection is used in real-time high-demand, for example, transmitting ECG (1024
bytes/sec) and Acceleration (300 bytes/sec) data.

The acceleration data transmission process is shown in Figure 6.The Accelerometer EventLis-
tener Class is established to acquire the data; this class inherits the class Sensor EventListener
of the Android API. It provides the following features: Registration of sensor services, Recall of
sensor services, Acquisition of the sensor data, and Listening for real changes in the data.

After the sensor data is detected, the sensor data of the three directions can be obtained by
calling the methods: onSensorChanged-DataX, onSensorChanged-DataY and onSensorChanged-
DataZ. Since the direction has little influence to the following motion identification algorithm.
Here we carried out a handling, i.e.: the vector sum of the acceleration data in each change
should be calculated through the following equation:

Di=

√

(Acc_X)2+(Acc_Y)2+(Acc_Z)2

The data after each change of acceleration sensor status and the currently relative time (unit:
millisecond) are respectively saved in two arrays, time-series[] and data-series[]. The original data
time sequence after acquisition is shown in the following Figure, the horizontal axis is the time
axis, i.e., time-series[], and the vertical axis is acceleration sensor data Di, i.e., data-series[].The
motion order in the below figure is: (1) walk, then (2) a series of three times of jumps, (3) run,
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Figure 7: Time sequence diagram of acceleration raw data

and (4) slow walk. It can be seen from the original data that different motions differ in the data
features of mean value, peak value, frequency, etc.

(2) Acceleration sensor data smoothing
The data acquisition interface of the Equivital sensor adopts a passive invoking method, where

the data will be sent out only when the acceleration status changes. Therefore, the data acquired
in the previous step are not evenly distributed at each time point. In order to equalize the time
interval between each data point we used the following smoothing algorithm to calculate the
mean data value at the time point with the an interval of 40 milliseconds based on the acquired
original data time-series[] and data-series[].

The latest two time points in the time-series[] which is nearest to the time point T0 to be
calculated are T1 and T2. Wherein: T1 <T0, T2 >T0 and the corresponding data on data-
series[] are obtained to be D1 and D2. Assume that the acceleration speed of a mobile phone
between T1 and T2 is linear, then the data value at T0 is D0, which can be calculated through
the following weighted average method:

D0=
D1∗ (T2−T0)+D2∗ (T0−T1)

T2−T1

New time-series[] and data-series[] can be calculated and set up through the above algorithm.
(3) Extraction of data features of acceleration sensor
In order to accurately capture and identify motions, the data set window can be set to

512*40, i.e., 20,480 milliseconds. Therefore, the data-series[] array can save 512 samples. When
the array is full, re-save should be carried out from data-series[0] after emptying it. After filling
in the array, data extraction with a time domain feature and frequency domain feature should
be carried out for another time.

(a) Time domain feature
The time domain feature is the feature value of the data within a certain time window. Due

to the smoothing of data carried out in the previous step, the acceleration sensor data is with the
interval of 40 milliseconds Therefore, the time domain feature of the acceleration sensor, within
20,480 milliseconds (about 20 second), can be calculated directly via the mean value, maximum
value, and minimum value of all the data within the data-series[] array. By extracting the various
features of the acceleration signal within a single time window, several feature vectors can be
constructed to characterize the behavior. In this paper, the following feature vectors are used.

1) Standard Deviation Formula: Standard deviation is defined as

σ=

√

√

√

√

1

N

N
∑

i=1

(Xi−X)
2
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where N is the number of samples and X is the sample mean. Standard deviation, an
often-used statistical characteristic. Standard deviation reflects the degree of dispersion of the
acceleration sensor data. Since the acceleration data are unchanged when subjects are in the
static state, standard deviation is near zero. When subjects are moving, the acceleration data
are constantly changing and the standard deviation is always much greater than zero. Therefore,
the standard deviation is an important feature to identify static operation and dynamic action.

2) Skewness: skewness is defined as formula

SK=
N

∑

N

i=1
(Xi−X)

3

(N−1) (N−2)σ3

where N is the number of samples, X is the sample mean (data), and σ is the sample standard
deviation.In probability theory and statistics, skewness is a measure of the asymmetry of the
probability distribution of the acceleration sensor data about its mean. The Skewness of the X
axis can effectively distinguish between actions such as walking downstairs.

3) Kurtosis: kurtosis is defined as formula

K=

∑

N

i=1
(Xi−X)

4
fi

Nσ4

where N is the number of samples, X is the sample mean (data) , σ is the sample standard
deviation, and fiis the Sample Interval. Kurtosis is any measure of the "peakedness" of the prob-
ability distribution of acceleration sensor data, an important statistical characteristic. Kurtosis
of the Y axis can effectively distinguish running and other actions.

(b) Frequency domain feature
The time domain feature alone cannot reflect the obvious characteristics in frequency domain

of motion, therefore, characteristics in frequency domain should be obtained via Fast Fourier
Transformation. Here, Fast Fourier Transformation should first be carried out on the data-
series[] array. Fast Fourier Transformation (FFT) is a kind of fast algorithm of Discrete Fourier
Transformation (DFT), which reduces the number of computations needed for N points from 2N2
to 2NlgN and the data can be efficiently changed from time domain into frequency domain. Fast
Fourier Transformation should be carried out on data-series[] (FFT operation can be carried out
directly if data-series[] array is 512and results in a complex number array in frequency domain
space. Each complex number in the array includes real and image data. The corresponding
Fourier component of each frequency within the frequency domain can be obtained through the
following relationship, i.e., modulus of the complex number.

The energy of characteristics quality in frequency domain, which is required in this paper,
is the ratio between the quadratic sum of Fourier components within a window and the window
size. I.e., frequency domain energy reflected the data periodicity, as for the motion with high
periodicity (such as running), the frequency domain energy is obviously high.

Energy=

∫

w

k=0

(Mod[k])2

w

In order to be convenient for feature extraction, this paper uses a windowing method to split
the original acceleration signals. The single acceleration signal, after being windowed, includes
512 samples, which is enough for including a single complete motion of patient. If a shorter,
rectangular window is adopted, it is not large enough to include information for identifying
different motions. If the length of the rectangular window is too long, serious delay phenomenon
will occur to the real-time system.

(4) Classified-learning
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After above procedures obtain the feature values, data excavation tools should be used in
the following step. This paper uses WEKA [18] to classify the learned test data, so as to lay a
foundation for the following Activity.

(5) Classification
In the experiment, we used 45Training samples and 6-11 training samples of each action.

Volunteers completed the following actions sequentially:(1) walking, (2) jumping, (3) standing,
(4) walking up stairs, (5) walking down stairs, and (6) running. Every action lasted 30 to 50
seconds to make sure that, for every action, three (3) to five (5) groups of eigenvalues could be
collected.

Finally, we use the 1-k-Nearest Neighbour (kNN) classifier to classify the obtained feature
values based on the learning basis in the previous step. Its confusion matrix test results are shown
as Table 1. We can see from the confusion matrix that the classification accuracy of 1-k-Nearest
Neighbour (kNN) is high, and the overall accuracy is 95.56%, of which an example could be one
jump motion wrongly included into running, and an example of one standing motion included
into walking, which shows that these two groups of motions may produce slight confusion to
sorting algorithms.

Table 1. Confusion matrix of knn results

Activity
Classification

Jump Walking Standing Down-
stairs

Up-stairs Running

Jump 7 0 0 0 0 1
Walking 0 11 0 0 0 0
Standing 0 1 11 0 0 0
Down stairs 0 0 0 6 0 0
Upstairs 0 0 0 0 4 0
Running 0 0 0 0 0 4

4.2 Knowledge Representation

In order to detect an abnormal situation, the heart rate variability is particularly the most
relevant parameter identified by cardiologists [20]. In this experiment, we used Equivital multi-
parameter sensors to collect the ECG data. The changes in the beat-to-beat heart rate, the
heart rate variability (HRV),calculated from the electrocardiogram (ECG), is a key indicator
of an individual’s cardiovascular condition. Assessment of HRV has been shown to aid clinical
diagnosis and intervention strategies. An overview of some implemented production rules in the
system is shown in the following Figure.

During the process of acquiring physiological parameters and activity identification an ap-
proach based on Context Information is used in the Physiological Decision Module to detect any
abnormal cardiovascular events. It includes the basic medical knowledge required to identify
potentially dangerous situations of patients in cooperation with the cardiologists and clinical
experts. We first need to construct the Context Model before processing the Context Informa-
tion [19]. The following forms are included in the context models: (Subject, Predicate, Value).

If the heart rate value is outside the scope regarded as "normal", or the heartbeat is not
regular, we can simply identify HRV. Moreover, it can also determine HRV by means of the
SDANN, the standard deviation of the average R-R intervals calculated over short periods, usu-
ally 5 minutes. However, according to the involved cardiologists, the HRV by itself may not have
any meaning for identifying an anomalous situation; instead, it should be correlated with other
information pertaining the patient, e.g. the physical activity and his/her posture. The following
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physiological parameters are used by the implemented production rules on this aspect:

Cardiac information

• HRmax: patient’s maximum heart rate calculated by Karvonen formula [21];

• measuredHeartRate: patient’s heart rate measurement;

• restingHeartRate: patient’s resting heart rate;

• timeThreshold: time threshold usually 10 sec;

• RHRmax : RHR+10;

• RHRmin : RHR-10;

Posture Information

• lying: datatype [boolean] property detecting whether the patient is lying or not;

• standingUp: datatype [boolean] property detecting whether the patient is standing up or
not;

Physical Activity Information

• running activity: datatype [boolean] property detect whether the patient is running or not;

• walking activity: datatype [boolean] property detect whether the patient is walking or not;

Environmental Information

• room temperature: temperature of room where patient lives;

For example, we have a patient with HeartRate of 70 and ID 001, and physical activity was
regarded as running, then the context information would be recorded as follows:

• (Patient001, HeartRate, 70), (Activity, Running, true),
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We can also define the specific conditions for the emergency task to be triggered: e.g. the
Heart Rate of the patient drops below 40, or the blood pressure (systolic) exceeds 170. Reasoning
may be carried out according to the rules of the language itself, for example:

• (?a?p?b), (?prdf : subPropertyOf?q)− > (?a?q?b)

User defined rules may also be used in the reasoning process, e.g.:

• (?patient, EquitalBloodPressure001, vl ), GE(?vl, 170), (?patient, EquitalBloodPressure,
vl), LE(?vl, 40) ->(?patient, healthStatus, "danger")

• (?patient, healthStatus, "danger"), (?Patient, healthStatus, "movementfail"), (Emergen-
cyTask, taskState, "CLOSE") ->(EmergencyTask, taskState, "OPEN")

Some example rules are shown in Table 2, which are used by the system to predict an
abnormal situation. When the heart rate is abnormally high, the HeartRateHigh rule assigns
the alarm level. Abnormal heart rate in each instance of the HeartRate Class is specified in the
hasMinRange and hasMaxRange properties. The system sets the Heartrate alarm if a patient’s
heart rate is greater than the specified normal maximum.

Table 2. Rules for the system’s alarm management
Rule Description
HeartRate-
High

(?patient rdf:type HeartRate) , (?par1 hasCurrentValue ?v1) , (?par1 has-
MaxRange?Max), greaterThan(?v1, ?Max) ->(?taskstate hasAlarmLevel
"HES")

HeartRate-
Low

(?patient rdf:type HeartRate) , (?par1 hasCurrentValue ?v1) , (?par1 has-
MinRange ?Min), greaterThan(?v1, ?Min) ->(?taskstate hasAlarmLevel
"LES")

5 Experimental results

In order to identify whether various functions of the IPM-mHealth system are effective or
reliable in practical application, we designed an initial experiment. Its purpose was to carry
out a test and verify the following functions: quality of physiological signals acquired by IPM-
mHealth; comfort of sensor system; online activity recognition and alarm reliability; reliability of
short-distance wireless communication; and reliability of remote wireless communication. Five
healthy volunteers in the 21 35 age range without cardiovascular disease history participated in
this test.

In the first test subjects with Equivital sensors carried out the motions for walking, jumping,
running, standing, climbing the stairs, and walking down the stairs, in proper order; another
observer recorded the test subjects’ motions and corresponding times. In the second test, we
simulated the abnormal heartbeat event and tested the reliability of the decision-making system
under lying-flat and running conditions with the test subjects.

The relevant test data and statistical results are shown in Table 3 and Table 4. In the stability
tests, we used ten (10) minutes to teach each volunteer how to put on and operate the system,
then let them go home with the wearable device and keep the system running more than 24 hours.
The sensor data was collected in real-time and sent to the central IPM-mHealth server; Table 4
lists the transmission packet loss rate for 24 hours’ data. We can see that both, the short-distance
wireless transmission and remote wireless transmission, operated normally. The expected real-
time physiological data transmission was not lost. Illegal disconnection conditions did not occur
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in short-distance wireless transmissions during the entire test process. The acquired signal quality
was satisfactory. In the automatic activity recognition experiment, volunteers completed totally
300 actions and 10 times for each action. In the abnormal alarm part, good effect was also
received in the simulated anomaly detection, of which the conditions of over 150 heartbeats
under 10 times of lying flat were correctly identified with alarms, while over 150 heartbeats
under running state were included into the normal range. In the activity identification part,
90% motions were correctly identified by the system. The activity identification of standing and
jumping had the best accuracy; the activity of climbing and walking down the stairs also had
the better accuracy, while running, walking, etc. has misjudgement within 8%.

Table 3. Results of the automatic activity recognition and abnormal situation indicating
Activity Correct recog-

nition rates
HR max Alert (HR

max)
Std

Standing 97.8% 170 Alarm 10
Walking 91.6% 122 None 10
Running 92.6% 178 None 10
Jump 97.6% 150 None 10
climbing the stairs 96.6% 140 Warning 10
Walking down the stairs 95.2% 110 None 10

Table 4. Results of stability test
Parameter Acquisition

frequency
of sensor
data

Packet-
loss-rate

Data transmitted in a 24-
hour period

Std

Heartrate 0.3Hz <0.1% 25,920 bytes 24
Respiratory 0.3Hz <0.1% 25,910 bytes 24
Patient Temperature 0.3Hz <0.1% 25,890 bytes 24
R-R Interval 1Hz <0.1% 86,390 bytes 24
Acceleration X 100Hz <0.1% 2,164,986bytes 24
Acceleration Y 100Hz <0.1% 2,164,980bytes 24
Acceleration Z 100Hz <0.1% 2,164,900bytes 24

We also find in the test results that the motions identified within the activity change duration
may be misjudged when test subjects conducted multiple motions successively. The causes for
this misjudging lie in the selection of the time window when the sensor test data was acquired.
The time window selected in this paper is about 20 seconds, the data within 1 second may mix the
corresponding acceleration data of two activities. Therefore, the data features and user activity
did not mutually correspond, it could lead to misidentification between two activities. This
problem can be solved by selecting a shorter time window, but the selection of an overly-short
time window may create non-obvious problems for the corresponding data features of various
activities.

6 Conclusion

A framework for context-aware physiological analysis with regard to daily activities is pro-
posed in this paper for the detection of abnormal cardiac situations. OWL is used in the context-
reasoning module to construct target medical tasks and circumstances. The IPM-mHealth sys-
tem has been used in the Institute for Preventive Medicine at Rostock University Medical Center
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Germany for remote monitoring research and about 60 subjects carried out 8-24 hour remote
monitoring tests. In the questionnaire, over 90

However, this paper does not address how to process the context conflicts in the process of
constructing ontology and reasoning conditions. The reliability and energy consumption problem
of remote medical systems will be the focus in further research. As for the energy consumption
problem, some new ultra low power transmission protocols that can greatly improve the sustain-
ability of remote monitoring have appeared, such as ANT (ANT is a proven ultra-low power
(ULP) wireless protocol that is responsible for sending information wirelessly from one device
to another device, in a robust and flexible manner) and BLE (Bluetooth Low Energy). Other
challenging tasks will include the system recovery mechanism and development of an intelligent
error discovery to keep the stability of the system over time.
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