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Militon FRENŢIU, UBB Cluj-Napoca, ROMANIA
Angel GARRIDO, Facultad de Ciencias,UNED,SPAIN
Adelina GEORGESCU, University of Pitesti, ROMANIA
George GEORGESCU, University of Bucharest, ROMANIA
Mircea GIURGIU, Tech. University of Cluj-Napoca, ROMANIA
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PREFACE

The second edition of the International Conference on Computers, Communications & Control1, ICCCC 2006,
was organized by Agora University of Oradea and was powered by IEEE Computer Society, Romania Section, and
took place in Baile Felix - Oradea, Romania, June 1-3, 2006.

ICCCC 2006 provides a forum for scientist in academia and industry to present and discuss their latest research
findings on a broad array of topics in Computer Science, Information Technology & Data Communications and
Computer-based Control.

The scope of the conference covered the following topics: Artificial Intelligence, Automata and Formal Lan-
guages, Computational Mathematics, Cryptography and Security, E-Activities, Fuzzy Systems, Informatics in
Control, Information Society - Knowledge Society, Natural Computing, Network Design & Internet Services,
Multimedia & Communications, Parallel and Distributed Computing.

ICCCC 2006 and the the International Journal of Computers, Communications & Control (IJCCC, founded
by I. Dziţac - Executive Editor, F.G. Filip - Editor in Chief and M.J. Manolescu - Managing Editor), celebrates,
by two invited papers2 published in IJCCC Vol. I, No. 1, 100 years from the birth of Grigore C. Moisil (1906-
1973). Grigore C. Moisil was one of the great Romanian mathematicians who had a great impact in Computer
Science. He received post-mortem, in 1996, the “Computer Pioneer Award” of IEEE Computer Society. He
insisted and helped in the building of the first Romanian computer, by Victor Toma, at the Institute of Atomic
Physics (1957). He also directed the first generation of graduate students in Mathematics to work with the team
of Victor Toma, at the Institute of Atomic Physics; they were trained to learn programming at the new computers
CIFA. He introduced Łukasiewicz algebras with three values and multiple values (which are known today as
Łukasiewicz-Moisil algebras) and used them in the logic and study of commutation circuits. He developed new
methods of analysis for finite automata and had valuable contributions in the filed of algebraic theory of automated
mechanism.

The Program Committee received 142 submissions, originating from Algeria, France, Germany, Greece, Hun-
gary, Italy, Japan, India, Ireland, Iran, Spain, Serbia & Montenegro, Moldova, Romania, Thailand, Tunisia and
and USA. Each submission was reviewed by two Program Committee members, or other experts. Out of the 142
papers only 91 (64%) were accepted for presentation at the conference and for publication (7 papers in IJCCC,
Vol. I (2006), No.1 and 84 papers in this supplementary issue of IJCCC).

The Program Committee gratefully acknowledges all authors who submitted papers for theirs efforts in main-
taining the scientific standards of the second edition of ICCCC .

We would like to thank the members of the Program Committee, the additional reviewers and the members of
the Organizing Committee for their work and support.

Also, we thank the authors that responded to our request for preparing invited papers: K. Chen, G. Ciobanu,
P. D. Cristea, F. Dong, D. Dumitrescu, J. Fodor, A. Garrido, K. Hirota, I.D. Karamitsos, A. Roth, I. Rudas, M.
Stanojevici, A.D. Stylidias, and D. Tufiş. M. Vujosevici and D. I. Zacharoiu.

We would like to express our gratitude for their support to:

• Agora University, Oradea, Romania;

• ICT Foundation, Constanta, Romania, especially to president E. Petac;

• IEEE Computer Society, Romania Section, especially to president N. Ţăpuş;

• Ministry of Education and Research, Romania-National Authority for Scientific Research;

• Romanian Academy.

Oradea, May 2006
I. Dziţac, F.G. Filip, M. J. Manolescu

1The first edition of this conference, entitled “International Conference on Computers and Communications”, ICCC 2004, has been founded
and organized in 2004 by I. Dziţac, C. Popescu and H. Oros.

2“Grigore C. Moisil (1906 - 1973) and his School in Algebraic Logic”, authors George Georgescu, Afrodita Iorgulescu, Sergiu Rudeanu
and “Grigore C. Moisil: A Life Becoming A Myth”, author Solomon Marcus
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On a Fuzzy Linguistic Approach to Solving Multiple Criteria Fractional Programming Problem 381

Constantin Popescu, Horea Oros
An Off-line Electronic Cash System with Multiple Banks 386

Niall Purcell, Sabin Tabirca, Daniel C. Doolan
Parallel Video Processing using mpiJava & JMF 393

Monica Radulescu, Felicia Ionescu
Multimedia Techniques for Watermarking Color Images 399

Adrian Sorin Roşca, Doina Roşca
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A Programming Perspective of the Membrane Systems
Invited paper

Gabriel Ciobanu

Abstract: We present an operational semantics of the membrane systems, using an appro-
priate notion of configurations and sets of inference rules corresponding to the three stages
of an evolution step in membrane systems: maximal parallel rewriting step, parallel commu-
nication of objects through membranes, and parallel membrane dissolving.
We define various arithmetical operations over multisets in the framework of membrane sys-
tems, indicating their complexity and presenting the membrane systems which implement the
arithmetic operations.
Finally we discuss and compare various sequential and parallel software simulators of the
membrane systems, emphasizing their specific features.

Keywords: membrane systems, operational semantics, arithmetical operations over multisets.

1 Membrane Systems

Membrane systems represent a computational model inspired by cell compartments and molecular membranes.
Essentially, such a system is composed of various compartments, each compartment with a different task, and all
of them working simultaneously to accomplish a more general task of the whole system. A detailed description of
the membrane systems (also called P systems) can be found in [16]. A membrane system consists of a hierarchy of
membranes that do not intersect, with a distinguishable membrane, called the skin membrane, surrounding them
all. The membranes produce a delimitation between regions. For each membrane there is a unique associated
region. Regions contain multisets of objects, evolution rules and possibly other membranes. Only rules in a region
delimited by a membrane act on the objects in that region. The multiset of objects from a region corresponds to
the “chemicals swimming in the solution in the cell compartment”, while the rules correspond to the “chemical
reactions possible in the same compartment”. Graphically, a membrane structure is represented by a Venn diagram
in which two sets can be either disjoint, or one is a subset of the other. More details (concepts, results) and several
variants of membrane systems are presented in [16].

A P system consists of several membranes that do not intersect, and a skin membrane, surrounding them all.
The membranes delimit regions, and contain multisets of objects, as well as evolution rules. Each membrane has
a unique associated region. The space outside the skin membrane is called the outer region (or the environment).
Because of the one-to-one correspondence between the membranes and the regions, we usually use the word
membrane instead of region. Only rules in a region delimited by a membrane act on the objects in that region.
Moreover, the rules must contain target indications, specifying the membrane where objects are sent after applying
the rule. The objects can either remain in the same region, or pass through membranes in two directions: they can
be sent out of the membrane which delimits a region from outside, or can be sent in one of the membranes which
delimit a region from inside, precisely identified by its label. The membranes can also be dissolved. When such
an action takes place, all the objects of the dissolved membrane remain free in the membrane placed immediately
outside, but the evolution rules of the dissolved membranes are lost. The skin membrane is never dissolved. The
application of evolution rules is done in parallel, and it is eventually regulated by priority relationships between
rules. A P system of degree m is a structure Π = (O,μ ,w1, . . . ,wm,(R1,ρ1),. . . , (Rm,ρm), io), where:

(i) O is an alphabet of objects, and μ is a membrane structure;

(ii) wi are the initial multisets over O associated with the regions defined by μ ;

(iii) Ri are finite sets of evolution rules over O associated with the membranes, of typical form u→ v, with u a
multiset over O and v a multiset containing paired symbols (messages) of the form (c,here), (c, in j), (c,out)
and the dissolving symbol δ ;

(iv) ρi is a partial order relation over Ri, specifying a priority relation among the rules: (r1,r2) ∈ ρi iff r1 > r2

(i.e., r1 has a higher priority than r2);

(v) i0 is either a number between 1 and m specifying the output membrane of Π, or it is equal to 0 indicating
that the output is the outer region.
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Since the skin is not allowed to be dissolved, we consider that the rules of the skin do not involve δ . These are the
general P systems, or transition P systems; many other variants and classes were introduced [16].

The existing results regarding the P systems refer mainly to their computation power and complexity, namely
to their characterization of Turing computability (universality is obtained even with a small number of membranes,
and with rather simple rules), and the polynomial solutions to NP-complete problems by using an exponential
workspace created in a “biological way" (e.g., membrane division, string replication). Other types of formal
results are given by normal forms, hierarchies, connections with various formalisms.

In this paper we refer to some “programming” aspects of the membrane systems. We first present an operational
semantics of the P systems, together with some correctness results. Then we define several arithmetical operations
in membrane systems using a natural encoding of numbers. Finally some software simulators of the membrane
systems are presented.

2 Structural Operational Semantics

Membrane systems provide an abstract model for parallel systems, and a suitable framework for distributed and
parallel algorithms [6]. For each abstract model, theory of programming introduces various paradigms and uses
different notions of computations. Turing machines and register machines are related to imperative programming,
and λ -calculus is related to functional programming. It is natural to look at the membrane systems from the point
of view of programming theory. This means that we define an abstract syntax, and an operational semantics of the
membranes systems. The operational semantics of the membrane systems is given in a big-step style, each step
representing the collection of parallel steps due to the maximal parallelism principle. A computation is regarded
as a sequence of parallel application of rules in various membranes, followed by a communication step and a
dissolving step.

The membrane structure and the multisets in Π determine a configuration of the system. We can pass from a
configuration to another one by using the evolution rules. This is done in parallel: all objects, from all membranes,
which can be the subject of local evolution rules, as prescribed by the priority relation, should evolve concurrently.
Since the right hand side of a rule consists only of messages, an object introduced by a rule cannot evolve at the
same step by means of another rule. The use of a rule u→ v in a region with a multiset w means to subtract the
multiset identified by u from w, and then to add the objects of v according to the form of the rule. If an object
appears in v in the form (c,here), then it remains in the same region. If we have (c, in j), then c is introduced in
the child membrane with the label j; if a child membrane with the label j does not exist, then the rule cannot be
applied. If we have (c,out), then c is introduced in the membrane placed immediately outside the region of the
rule u→ v. If the special symbol δ appears in v, then the membrane which delimits the region is dissolved; in this
way, all the objects in this region become elements of the region placed immediately outside, while the rules of the
dissolved membrane are removed.

Let O be a finite alphabet of objects organized as a free commutative monoid O∗c , whose elements are called
multisets. Formally, the set of membranes for a system Π, denoted by M(Π), and the membrane structure are
inductively defined as follows:

• if L is a label, and w is a multiset over O∪(O∗c×{here})∪(O+
c ×{out})∪{δ}, then 〈L |w〉 ∈M(Π); 〈L |w〉

is called simple (or elementary) membrane, and it has the structure 〈〉;
• if M1, . . . ,Mn ∈M(Π) with n ≥ 1, the structure of Mi is μi for all i ∈ [n], L is a label, w is a multiset over

O∪ (O∗c ×{here})∪ (O+
c ×{out})∪ (O+

c ×{inL(Mj)| j ∈ [n]})∪{δ}, then 〈L |w ; M1, . . . ,Mn 〉 ∈ M(Π);
〈L |w ; M1, . . . ,Mn 〉 is called a composite membrane, and it has the structure 〈μ1, . . . ,μn〉.

A finite set of membranes is usually written as M1, . . . ,Mn. We denote by M+(Π) the set of non-empty finite
sets of membranes. The union of two multisets of membranes M+ = M1, . . . ,Mm and N+ = N1, . . . ,Nn is written as
M+,N+ = M1, . . . ,Mm,N1, . . . ,Nn. An element from M+(Π) is either a membrane, or a set of sibling membranes.

A committed configuration for a membrane system Π is a skin membrane which has no messages and no
dissolving symbol δ , i.e., the multisets of all regions are elements in O∗c . We denote by C(Π) the set of committed
configurations for Π, and it is a proper subset of M+(Π). We have C ∈ C(Π) iff C is a skin membrane of Π and
w(M) is a multiset over O for each membrane M in C.

An intermediate configuration is a skin membrane in which we have messages or the dissolving symbol δ . The
set of intermediate configurations is denoted by C#(Π). We have C ∈ C#(Π) iff C is a skin membrane of Π such
that there is a membrane M in C with w(M) = w′w′′, w′ ∈ (Msg(O)∪{δ})+c , and w′′ ∈O∗c . By Msg(O) we denote
the set (O∗ ×{here})∪ (O+×{out})∪ (O+×{inL(M)}).
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A configuration is either a committed configuration or an intermediate configuration. Each membrane system
has an initial committed configuration which is characterized by the initial multiset of objects for each membrane
and the initial membrane structure of the system.

Each P system has an initial configuration which is characterized by the initial multiset of objects for each
membrane and the initial membrane structure of the system. For two configurations C1 and C2 of Π, we say that
there is a transition from C1 to C2, and write C1 ⇒C2, if the following steps are executed in the given order:

1. maximal parallel rewriting step, consisting of non-deterministically assigning objects to evolution rules in
every membrane and executing the rules in a maximal parallel manner;

2. parallel communication of objects through membranes, consisting in sending existing messages;

3. parallel membrane dissolving, consisting in dissolving the membranes containing δ .

The last two steps take place only if there are messages or δ symbols resulted from the first step, respectively. If
the first step is not possible, consequently neither the other two steps, then we say that the system has reached a
halting configuration. An operational semantics of the P systems, considering each of the three steps, is presented
in [2]. We mention here the main results.

We can pass from a configuration to another one by using the evolution rules. This is done in parallel: all
objects from all membranes evolve simultaneously according to the evolution rules and their priority relation. The
rules of a membrane are using its current objects as much as this is possible in a parallel and non-deterministic
way. However, an object produced by a rule cannot evolve at the same step as source of another rule. The use
of a rule u→ v in a region with a multiset w has as effect the subtraction of the multiset identified by u from w,
followed by the addition of the multiset identified by v.

We denote the maximal parallel rewriting on membranes by
mpr
=⇒ and by

mpr
=⇒L the maximal parallel rewriting

over the multisets of objects of the membrane labelled by L (we omit the label whenever it is clear from the
context). The rules defining the maximal parallel rewriting use two predicates regarding mpr-irreducibility and
(L,w)-consistency.

Proposition 1. Let Π be a membrane system. If C ∈ C(Π) and C′ ∈ C#(Π) such that C
mpr
=⇒ C′, then C′ is mpr-

irreducible.

We denote the parallel communication relation by
tar=⇒. The rules defining the parallel communication relation

use a predicate expressing tar-irreducibility.

Proposition 2. Let Π be a P system. If C ∈ C#(Π) with messages and C
tar=⇒C′, then C′ is tar-irreducible.

We denote the parallel dissolving relation by
δ=⇒. The rules defining the parallel dissolving relation use a

predicate expressing δ -irreducibility. We note that C ∈ C(Π) iff C is tar-irreducible and δ -irreducible.

Proposition 3. Let Π be a P system. If C ∈ C#(Π) is tar-irreducible and C
δ=⇒C′, then C′ is δ -irreducible.

According to the standard description in membrane computing, a transition step between two configurations
C,C′ ∈ C(Π) is given by: C⇒C′ iff C and C′ are related by one of the following relations:

either C
mpr
=⇒;

tar=⇒C′, or C
mpr
=⇒;

δ=⇒C′, or C
mpr
=⇒;

tar=⇒;
δ=⇒C′.

The three alternatives in defining C⇒C′ are given by the existence of messages and dissolving symbols along
the system evolution. Starting from a configuration without messages and dissolving symbols, we apply the “mpr”
rules and get an intermediate configuration which is mpr-irreducible; if we have messages, then we apply the “tar”
rules and get an intermediate configuration which is tar-irreducible; if we have dissolving symbols, then we apply
the dissolving rules and get a configuration which is δ -irreducible. If the final configuration has no messages or
dissolving symbols, then we say that the transition relation ⇒ is well-defined as an evolution between the initial
and final configurations.

Proposition 4. The relation⇒ is well-defined over the entire set C(Π) of configurations.
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Examples of inference trees, as well as the proofs of the results are presented in [2].
Operational semantics provides us with a formal way to find out which transitions are possible for the current

configuration of a membrane system. Given an operational semantics, we can derive easily an interpreter for mem-
brane systems, as well as the basis for the definition of certain equivalences and congruences between membrane
systems. Moreover, given an operational semantics, we can reason about the rules defining the semantics. A notion
of bisimulation can be defined (see [2]), and the bisimulation relation allows to compare the evolution behaviour
of two membrane systems.

3 Arithmetical Operations in Membrane Systems

The problem of number encoding using multisets is interesting and complex. The first paper on the encodings
and arithmetical operations in membrane systems is [5]. In [5] we present several combinatorial results and some
encodings of numbers using multisets. Here we present some arithmetical operations over numbers encoded by a
simple and natural encoding (each object of a membrane represents a unit, and we use n objects to represent the
number n). We indicate the complexity of some arithmetical operations, and build the membrane systems which
implement the arithmetic operations over the encoded numbers.

Addition
Time complexity: O(1)

Π = (V,μ ,w0,(R0, /0),0),
V = {a,b},
μ = [0]0,

w0 = anbm,

R0 = {b→ a}.

Addition is trivial; we consider n objects a and m objects b. The rule b→ a says that an object b is transformed
in one object a. Such a rule is applied in parallel as many times as possible. Consequently, all objects b are erased.
The remaining number of objects a represents the addition n+m.

Subtraction
Time complexity: O(1)

Π = (V,μ ,w0,(R0, /0),0),
V = {a,b},
μ = [0]0,

w0 = anbm,

R0 = {ab→ λ}.

Subtraction is described in the following way: given n objects a and m objects b, a rule ab→ λ says that one
object a and one object b are deleted (this is represented by the empty symbol λ ). Consequently, all the pairs ab
are erased. The remaining number of objects represents the difference between n and m.

Multiplication without promoters
Time complexity: O(n ·m)

The object is a promoter for a rule if the rule can be applied only in the presence of object. Figure 1 presents a
P system Π1 without promoters for multiplication of n (objects a) by m (objects b), the result being the number of
objects d in membrane 0. In this P system we use the priority relation between rules; for instance bv→ dev has a
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higher priority than av→ u, meaning the second rule is applied only when the first one cannot be applied anymore.
Initially only the rule au→ v can be applied, generating an object v which activates the rule bv→ dev m times, and
then av→ u. Now eu→ dbu is applied m times, followed by au→ v. The procedure is repeated until no object
a is present within the membrane. We note that each time when one object a is consumed, then m objects d are
generated.

Π1 = (V,μ ,w0,(R0,ρ0),0),
V = {a,b,e,v,u},
μ = [0]0,

w0 = anbmu,

R0 = {r1 : au→ v,r2 : bv→ dev,r3 : av→ u,r4 : eu→ dbu},
ρ0 = {r2 > r1,r4 > r3}.

an bm u

eu→ dbu
bv→ dev

0

av→ u
au→ v>

>

Figure 1: Multiplier without promoters

Multiplication with promoters
Time complexity: O(n)

Figure 2 presents a P system Π2 with promoters for multiplication of n (objects a) by m (objects b), the result
being the number of objects d in membrane 0. In this P system we use rules with priority and with promoters.
The object a is a promoter in the rule b → bd|a, i.e., this rule can only be applied in the presence of object a.
The available m objects b are used in order to apply m times the rule b→ bd|a in parallel; based on the priority
relation and the availability of a objects (except one a as promoter), the rule au→ u is applied in the same time.
The priority relation is motivated because the promoter a is a resource for which the rules b→ bd|aand au→ u are
competing. The procedure is repeated until no object a is present within the membrane. We note that each time
when one object a is consumed, then m objects d are generated.

Π2 = (V,μ ,w0,(R0,ρ0),0),
V = {a,b,u},
μ = [0]0,

w0 = anbmu,

R0 = {r1 : b→ bd|a,r2 : au→ u},
ρ0 = {r1 > r2}.

an bm u

0

au→ u>b→ bd|a

Figure 2: Multiplier with promoters

The membrane systems for multiplication differ from others presented in the literature [16] because they do
not have exponential space complexity, and do not require active membranes. As a particular case, it would be
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quite easy to compute n2 by just placing the same number n of objects a and b. Another interesting feature is that
the computation may continue after reaching a certain result, and so the system acts as a P transducer [12]. Thus if
initially there are n (objects a) and m (objects b), the system evolves and produces n ·m objects d. Afterwards, the
user can inject more objects a and the system continues the computation obtaining the same result as if the objects
a are present from the beginning. For example, if the user wishes to compute (n + k) ·m, it is enough to inject
k objects a at any point of the computation. Therefore this example emphasizes the asynchronous feature and a
certain degree of reusability and robustness.

Division

We implement division as repeated subtraction. We compute the quotient and the remainder of n2 (objects a
in membrane 1) divided by n1 (objects a in membrane 0) in the same P system evolution. The evolution starts in
the outer membrane by applying the rule a→ b(v, in1). The (v, in1) notation means that the object v is injected
into the child membrane 1. Therefore the rule a→ b(v, in1) is applied n1times converting the objects a into objects
b, and object v is injected in the inner membrane 1. The evolution continues with a subtraction step in the inner
membrane, with the rule av→ e applied n1 times whenever possible.

Π = (V,μ ,w0,w1,(R0,ρ0),(R1,ρ1),0),
V = {a,b,b′,c,s,u,v},
μ = [0[1]1]0,

w0 = an1s,

w1 = an2s,

R0 = {a→ b(v, in1),b′ → a,r1 : bu→ b′|¬v,r2 : u→ δ |¬v,r3 : csu→ u|v},
ρ0 = {r1 > r2,r2 > r3},
R1 = {r1 : av→ e,r2 : v→ (v,out),

r3 : es→ s(u,out)(c,out),r4 : e→ (u,out)},
ρ1 = {r1 > r2,r2 > r3,r3 > r4}.

0

1

an2 s

a→ b(v, in1)
an1

bu→ b′|¬v

b′ → a

av→ e > v→ (v,out)

>

e→ (u,out)>es→ s(u,out)(c,out)>

t

ctu→ u|v

Figure 3: P system for division

Two cases are distinguished in the inner membrane:

• If there are more objects a than objects v, only the rules es→ s(u,out)(c,out) and e→ (u,out) are applicable.
Rule es→ s(u,out)(c,out) sends out to membrane 0 a single c (restricted by the existence of a single s into
this membrane) for each subtraction step. The number of objects c represents the quotient. On the other
hand, both rules send out n1 objects u (equal to the number of objects e). The evolution continues in the
outer membrane by applying bu→ b′|�v of n1times, meaning the objects b are converted into objects b′ by
consuming the objects u only in the absence of v (|�v denotes an inhibitor having an effect opposite to that of
a promoter). Then the rule b′ → a produces the necessary objects a to repeat the entire procedure.
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• When there are less objects a than objects v in the inner membrane we get a division remainder. After
applying the rule av→ e, the remaining objects v activate the rule v→ (v,out). Therefore all these objects
v are sent out to the parent membrane 0, and the rules es→ s(u,out)(c,out) and e→ (u,out) are applied.
Due to the fact that we have objects v in membrane 0, the rule bu→ b′|�v cannot be applied. Since n2 is
not divisible by n1, the number of the left objects u in membrane 0 represents the remainder of the division.
A final cleanup is required in this case, because an object c is sent out even if we have not a ”complete”
subtraction step; the rule ctu→ u|v removes that extra c from membrane 0 in the presence of v. This rule is
applied only once because we have a unique t in this membrane.

The natural encoding is easy to understand and work with. However it has the disadvantage that the membranes
can contain a very large number of objects when working with very large numbers. We introduce and study the
most compact encoding using two object types (binary case) in [5], where we present other P systems implementing
the arithmetical operations on numbers encoded using the binary cases of the most compact encoding. We use a
web-based simulator available at http://psystems.ieat.ro to implement the arithmetical operations, and
test each P system.

4 Software Implementations

Several programming paradigms and programming languages have been selected for implementing membrane
systems simulators: Lisp, Haskell, MzScheme (as functional programming languages) Prolog, CLIPS (as declar-
ative languages), C, C++, Java (as imperative and object-oriented languages). The user interface can be designed
separately from the engine performing the evolution, and it is possible to use different programming languages
able to communicate with each other. Each programming paradigm, each programming language has advantages
and disadvantages.

Transition membrane systems and deterministic membrane systems with active membranes are simulated in
Prolog [14]; they are used to solve NP-complete problems as SAT, VALIDITY, Subset Sum, Knapsack, and par-
tition problems. Sevilla carpets describing the complexity of a membrane system computation [11] are used as a
graphical representation for a partition problem in [20].

Membrane systems with active membranes, input membrane and external output are simulated in CLIPS and
used to solve NP-complete problems in [18]. The simulator presented in [18] allows to observe the evolution of
the systems with active membranes based on production system techniques. The set of rules and the configurations
in each step of the evolution are expressed as facts in a knowledge base.

Rewriting membrane systems and membrane systems with symport/antiport rules are described as executable
specifications in MAUDE in [2]. The advantage of this approach is that it uses the existing tools of Maude, and it
is used to verify the temporal properties of the membrane systems expressed in linear temporal logic.

A more complex simulator (written in Visual C++) for membrane systems with active membranes and catalytic
membrane systems is presented in [10]. It provides a graphical simulator, interactive definition, visualization of a
defined membrane system, a scalable graphical representation of the computation, and step-by-step observations
of the membrane system behaviour. The simulation of these membrane systems has to deal with the potential
growth of the membrane structure and adapt dynamically the topology of the configurations depending if some
membranes are added or deleted. Polynomial-time solutions to NP-complete problems via membrane systems can
be reached trading time by space. This is done by producing (via membrane division) an exponential amount of
membranes that can work in parallel.

In [10] it is presented a software implementation which provides a graphical simulation for two variants of
membrane systems: for the initial version of catalytic hierarchical cell systems, and for membrane systems with
active membranes. Its main functions are given by an interactive definition of a membrane system, a visualization
of a defined membrane system, a graphical representation of the computation and final result, and saving and
(re)loading a defined membrane system. The application is implemented in Microsoft Visual C++ using MFC
classes. For a scalable graphical representation, the Microsoft DirectX technology is used. One of the main
features of this technology is that the size of each component of the graphical representation is adjusted according
to the number of membranes of the system. The system is presented to the user with a graphical interface where
the main screen is divided into two windows: The left window gives a tree representation of the membrane system
including objects and membranes. The right window provides a graphical representation of the membrane system
given by Venn-like diagrams. A menu allows the specification of a membrane system for adding new objects,
membranes, rules and priorities. By using the functions Start, Next and Stop, the users can observe the system
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evolution step-by-step.
By simulating parallelism and nondeterminism on a sequential machine one can lose the power and attractive-

ness of membrane system computing. Parallel and cluster implementation for transition membrane systems in C++
and MPI are reported in [8] and [9]. The rules are implemented as threads. At the initialization phase, one thread
is created for each rule. Rule applications are performed in terms of rounds. To synchronize each thread (rule)
within the system, two barriers implemented as mutexes are associated with the thread. At the beginning of each
round, the barrier that the rule thread is waiting on is released by the primary controlling thread. After the rule
application is done, the thread waits for the second barrier, and the primary thread locks the first barrier. Since each
rule is modelled as a separate thread, it should have the ability to decide its own applicability in a particular round.
Generally speaking, a rule can run when no other rule with higher priority is running, and the resources required
are available. When more than one rule can be applied in the same conditions, the simulator picks randomly one
among the candidates. With respect to the synchronization and communication, for every membrane, the main
communication is done by sending and receiving messages to and from its father and children at the end of every
round. With respect to the termination, when the system is no longer active, there is no rule in any membrane
that is applicable. When this happens, the designated output membrane prints out the result and the whole system
halts. In order to detect if the membrane system halts, each membrane must inform the other membranes about its
inactivity. It can do so by sending messages to others, and by using a termination detection algorithm [4].

The implementation was designed for a cluster of computers. It is written in C++ and it makes use of Message
Passing Interface (MPI) as its communication mechanism. MPI is a standard library developed for writing portable
message passing applications, and it is implemented both on shared-memory and on distributed-memory parallel
computers. The program was implemented and tested on a Linux cluster at the National University of Singapore;
the cluster consisted of 64 dual processor nodes.

The above implementations represent the first generation of membrane systems simulators. The recent devel-
opments are related to biological applications, and to a new generation of Web-based simulators. WebPS is an
open-source web-enabled simulator for membrane systems [6]. The simulator is based on CLIPS, and it is already
available as a Web application. As any Web application, WebPS does not require an installation. It can be used
from any machine anywhere in the world, without any previous preparation. A simple and easy to use interface
allows the user to supply an XML input both as text and as a file. A friendly way of describing membrane systems
is given by an interactive JavaScript-based membrane system designer. The interface provides a high degree of
(re)usability during the development and simulation of the membrane systems. The initial screen offers an exam-
ple, and the user may find useful documentation about the XML schema, the rules, and the query language. The
query language helps the user to select the output of the simulation. The simulator is free software, and it offered at
http://psystems.ieat.ro under the GNU General Public License. This allows anyone to contribute with
enhancements and error corrections to the code, and possibly develop new interfaces for the C and CLIPS level
APIs. These interfaces can be local (graphical or command-line), or yet other Web-based ones.

In the same paper [6], the authors present an accelerator for parallelization of the existing sequential simulators.
This accelerator is used to parallelize an existing CLIPS simulator [18]. The speedup and the efficiency of the
resulting parallel implementation are surprisingly close to the ideal ones.

5 Conclusion and Related Work

Structural operational semantics is an approach originally introduced by Plotkin [19] in which the operational
semantics of a programming language or a computational model is specified in a logical way, independent of
a machine architecture or implementation details, by means of rules that provide an inductive definition based
on the elementary structures of the language or model. Structural operational semantics is intuitive and flexible,
and it becomes more attractive during the years by the developments presented by Kahn [15] and Milner [16].
Configurations are states of transition systems, and computations consists of sequences of transitions between
configurations, and terminating (if it terminates) in a final configuration. We present a structural operational
semantics of the membrane systems; the inference rules provide a big-step operational semantics due to the parallel
nature of the model. A structural operational semantics of the systems emphasizes also the deductive nature of the
membrane computing by describing the transition steps by using a set of inference rules. Considering a set R of
inference rules, we can describe the computation of a membrane system as a deduction tree. In [3] we translate the
big-step operational semantics of membrane systems into rewriting logic. By using the rewriting engine Maude
[13], we obtain an interpreter for membrane systems, and verify various properties of these systems.

Looking at the membrane systems from the point of view of programming theory, we define an appropriate
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data representation for P systems, and make the first steps to define an arithmetic unit for these abstract machine
inspired by cells. The natural encoding over multisets is very close to biology, and can help to understand some
biological mechanisms, improving also some computational models inspired by biology.

We have designed and implemented sequential and parallel software simulators; we present some of them, and
compare with other software simulators of the P systems. A web-based implementation is presented in [6].
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Proceedings of ICCCC 2006, Băile Felix - Oradea, Romania
pp. 23-30

Pathogen Variability. A Genomic Signal Approach
Invited paper

Paul Dan Cristea

Abstract: The conversion of genomic symbolic sequences into digital signals has been ap-
plied for the analysis pathogen variability. Results are given on the variability of Human
Immunodeficiency Virus, type 1, subtype F, isolated in Romania, and of the type A avian
influenza virus H5N1, for which sequences have been downloaded from GenBank [1]. Nu-
cleotide sequence analysis is corroborated with techniques based on the genomic signal ap-
proach to detect pathogen resistance to antiretroviral treatment. In the case of protease (PR)
inhibitors, it is found that the treatment induces single nucleotide polimorphisms (SNPs) in
specific sites. For moderate resistance, the changes affect the PR enzyme only at the level
of the protein, whereas for multiple drug resistance, the RNA gene secondary structure also
changes.

Keywords: Genomic signals, Pathogen variability, HIV, Influenza, Orthomyxoviridae, Drug resistance

1 Introduction

As shown in a series of previous papers [2-4], the conversion of nucleotide and amino acid sequences into
digital signals offers the possibility to apply signal processing methods for the analysis of genomic data. The
genomic signal conversion used in our work is a one-to-one mapping of symbolic genomic sequences into complex
signals, as described in [2]. The idea is to conserve all the information in the initial symbolic sequence, while
bringing in foreground some features significant for the subsequent processing and analysis. This direct method has
proven its potential in revealing large scale features of DNA sequences, maintained at the scale of whole genomes
or chromosomes, including both coding and non-coding regions. One of the most conspicuous results is that the
unwrapped phase of DNA complex genomic signals varies almost linearly along all investigated chromosomes, for
both prokaryotes and eukaryotes. The slope is specific for various taxa and chromosomes. This regularity of the
genomic signals reveals a corresponding large scale regularity in the distribution of pairs of successive nucleotides,
which is similar to Chargaff’s first order rules for the frequencies of occurrence of the nucleotides [5].

We applied the same genomic signal approach for studying the variability of several pathogens, including the
Human Immunodeficiency Virus, type 1 (HIV-1), subtype F, isolated from Romanian patients at the National In-
stitute of Infectious Diseases “Prof. Dr. Matei Bals”, Bucharest [3], and the avian influenza virus type A, based
on genomic sequences downloaded from GenBank [1].We have used mainly the phase analysis of the complex
genomic signals attached to the nucleotide sequences describing viral genes, as well as the analysis of the corre-
sponding secondary RNA structure and of the phylogenetic neighbor-joining trees for some of these genes.

The focus of the study is primarily on the enzyme changes involved in generating pathogen resistance to
multiple drug treatment. A novel methodology for describing sets of related genomic signals, based on a common
reference and on individual differences has been developed. Variability signals with respect to average, median
and maximum flat references, and digital derivatives of genomic signals are applied to this purpose. Applying
this method, it has been found that the mutations in the genes of the analyzed viruses occur only in some specific,
well defined locations, while the largest part of their genome remains unchanged. The mutations conferring drug
resistance are a subset of all mutations occurring in the studied viruses.

On the other hand, for the case of HIV protease, it has been shown that the changes in response to the antiretro-
viral drug treatment occur not only at the level of the final enzyme product, preventing the action of the drug on
the active protease catalytic site, but also at the level of protease gene RNA secondary structure. These type of
changes have been found only for multiple drug resistant viruses.

2 Symbolic Sequence Conversion

For convenience we repeat here the mapping used in our work for the representation of the nucleotides [2]

a = 1+ j,c =−1− j,g =−1+ j, t = 1− j (1)
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Apart of the mapping of the four nucleotides (a,c,g, t), the complete genomic signal representation of nu-
cleotide sequences also comprises the mapping of all the other IUPAC symbols for nucleotide classes: s = {c,g}
- strongly bonded, w = {a, t} - weakly bonded, r = {a,g} - purines, y = {c, t} - pyrimidines, m = {a,c} - amine,
k = {g, t} - ketone, b = {c,g, t}= ¬a, d = {a,g, t}= ¬c, h = {a,c, t}= ¬g, v = {a,c,g}= ¬t, and n = {a,c,g, t}
[2]. These symbols occur in the nucleotide sequences generated by genotyping because of the multiplicities deter-
mined either by the variability within the virus population or by noise. But this is not the case of the consensus
sequences downloaded from GenBank [1], which are curated to contain only the (a,c,g, t) nucleotide symbols.
The mapping in equation (1) has the advantage of conserving all the information in the initial symbolic sequence,
as it uses a bijective mapping, while being as little biased as possible.

3 Representation by Reference and Variation

To study the variability of the genomic signals in a given set, for example, the signals for multiple resistant
viruses, it is convenient to use a description comprising two types of components: (1) the reference - a certain signal
considered to best describe the common variation of all components in the considered cluster; (2) the difference of
each signal in the cluster with respect to the common reference. In such an approach, it is important to introduce
in the common reference as much as possible of the variation shared by all the signals, and keep for the individual
differences of each signal only the variations belonging actually to the that signal, without external variation.

The reference can be chosen as one of the following possibilities:

• average (mean) of the signals, or another linear combination of the signals;

• median - the signal in the central position, or the average of the pair of signals placed centrally;

• maximum flat signal - a modified median that keeps better local variations on the signals where they occur
avoiding spurious transfers on other signals.

When the reference equals the average, the dispersion of the cluster of signals is minimum, i.e., the sum of
the squares of the individual differences between each signal and the reference is minimized. But the average, as
any other linear combination, has the important disadvantage that a localized variation of only one of the signals
is transmitted to the reference, so that all the other signals will have an apparent variation of opposite sign in that
point.

The median reference performs better, being a nonlinear function of the signals in the cluster, so that it de-
couples the common reference from the local variations of each of the individual signals. The median reference
minimizes the sum of the absolute values of the differences between each signal and the reference. A variation
localized on only one of the signals is no longer transmitted to the reference, so that it does not affect the variation
with respect to the reference of the other signals. The exception occurs when the signal on which the localized
variation occurs is just the median.

The maximum flat (MaxFlat) reference is equal to the median wherever the median has no variations which
are not shared by other signals. Elsewhere, the MaxFlat reference assumes the minimal variation that corresponds
to its trend, if possible remaining constant. Consequently, the variation signals show better the changes that occur
in each individual signal, with less "crosstalk". The digital derivatives of the variation signals show only the actual
changes, caused by the variability in each of the signals and, for genomic signals, correspond directly to the SNPs.

4 HIV-1 Subtype F Variability

A phase analysis has been performed on a segment of about 1302 base pairs, approximately aligning with the
standard sequence of HIV-1 (NC001802) in GenBank [1] over the interval 1799..2430 bp. This segment, which is
currently used for the standard identification and assessment of HIV-1 strains, comprises the protease (PR) gene
and almost two thirds of the reverse transcriptase (RT) gene. The PR and RT segments are contiguous and have
been analyzed both together, as one entity, and independently, as two distinct encoding regions. The PR gene has
the length 297 bp and is located in the first interval (1..297 bp) of the sequenced DNA segment, respectively along
the 1799..2095 bp region of the NC001802 sequence. The RT encoding segment that has been analyzed has a
length of 1005 bp and is located in the second interval (298..1302 bp) of the analyzed DNA segment, respectively
along the 2096..3100 bp region of the NC001802 sequence. The entire RT gene has 1680 bp located in the interval
2096..3775 of the sequence.
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Figures 1 and 2 show the cumulated and unwrapped phase of genomic signals for the protease (PR) genes from
nine instances of HIV type 1, F clade [1, 6]. Three cases come from treatment naïve patients (S - sensitive), three
from patients that developed resistance to one of the drugs (R), and three with multiple resistance to ther antiretro-
viral treatment (M). The cumulated phase is proportional to the unbalance in the number of nucleotides (statistics
of first order) along the nucleic acid strand given by: 3(nG− nC) + (nA− nT ), up to a π/4 factor, whereas the
unwrapped phase is proportional to the difference between the number of direct and inverse nucleotide transitions
(statistics of second order) along the nucleic acid strand (n+− n−), with a π/2 factor [2]. Figures 3 and 4 give
the same informtion for the segment comprising 1005 bp of reverse transcriptase (RT) genes, out of the total of
1680 bp in this gene, for the same isolates in Figs. 1 and 2. As expected, the cumulated phase varies less than
the unwrapped phase for these instances, as all mutations are of the SNP type and affect more the nucleotide pair
distribution than the nucleotide distribution itself. Even for the unwrapped phase, the variation of the signal along
the strand is quite similar for most of the sequences, but the local changes cumulate along the strands. Because
of the mutations are local, the general shape of the phase signals are similar. It is also to be noticed that all the
genomic material in these sequences is encoding and uses the same reading frame.

The vertical strips in these figures mark the positions of the mutations (SNPs) that induce resistance to protease
inhibitors (Indinavir, Ritonavir, Saquinavir, Nelfinavir, and Amprenavir) [1]. The mutations that lead to multiple
drug resistance are concentrated in several sites. In most of the remaining genome, the viruses have the same
longitudinal structure. The sequences display mutations in several other locations. The effect of the mutations can
easier be seen on the unwrapped phase, which is more sensitive to SNPs.

The successive mutations of the SNP type do not induce the divergence that could be expected, so that the
signals do not actually diverge from one another. On the contrary, the signals tend to cluster, as the variations
tend to compensate each other, so that the overall span of the signals does not increase directly with the number
of mutations and the number of signals. This is another proof of the fact that, from the structural point of view, a
genomic sequence satisfies more restrictions than a "plain text", which must just correspond to a certain semantics
and to certain grammar rules, and resembles more to a “poem”, which additionally obeys rules of symmetry, giving
its “rhythm” and “rhyme”. The recurrence of such patterned structures is reflected in simple mathematical rules
satisfied by the corresponding genomic signals.

The representation can be improved by using the reference-difference description, choosing the maximum flat
(MaxFlat) reference, as shown in Fig. 5 for the unwrapped phase in Fig. 4. In this case, the largest possible part of
the common behavior of the signals is introduced in the reference signal, whereas each individual variation signal
maintains only the changes occurring in that particular signal, or to the class it belongs to. The reference signal is
no longer necessarily equal in each interval with one of the signals, even when the number of signals is odd. The
digital derivatives of the difference signals, shown in Fig. 6 show only the actual changes caused by the variability
in each of the signals. In the case of HIV, these changes correspond directly to the SNPs. For multiple resistant
strains, the pulses correspond to the sites known from literature to confer resistance to various drugs.

HIV-1 makes many of its proteins in one long chain, and protease (PR) has the essential role of cutting this
’polyprotein’ into the proper pieces, with the proper timing. Consequently, PR has been chosen as an important
target for the current drug anti-HIV therapy. PR is a small enzyme, comprising two identical peptide chains, each
of 99 amino acids long, which are encoded by the same gene of 297 nucleotides.

The two chains form a tunnel that holds the polyprotein, which is cut at an active site located in the center of
the tunnel. Drugs bind to PR, blocking its action. Studying the estimated secondary structure of the PR RNA for
the nine virions previously analyzed, it can be shown [3] that the structures are quite similar for drug sensitive and
drug simple resistant viruses. This result is consistent with the generally accepted model stating that the genomic
changes of HIV, which induce resistance to drugs, operates at the level of the protein (the final protease enzime),
preventing the blocking of its catalytic site. On the other hand, it is found the remarkable fact that, for drug multiple
resistant strains, there is a significant change in the RNA secondary structure. Large loops and bulges are replaced
with similar, but smaller, less vulnerable, closed-loop structures. These results indicate that there is a certain action
of the drug at the level of the protease RNA, effect that becomes evident when mutations conferring multiple drug
resistance occur.
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Figure 1: Cumulated phase expressed by 3(nG−nC)+(nA−nT ) [2] for the protease (PR) gene of nine isolates of
HIV-1, subtype F, showing sensitivity (S), resistance (R) and multiple resistance (M) to drugs.

Figure 2: Unwrapped phase expressed by n+−n− [2] for the protease gene of the isolates of HIV-1 in Fig. 1.
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Figure 3: Cumulated phase of RT genomic signals for the isolates shown in Figs. 1 and 2.

Figure 4: Unwrapped phase for the RT gene in the isolates shown in Figs. 1 and 2.
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Figure 5: The unwrapped phase in Fig. 4 shown with respect to the MaxFlat reference.

Figure 6: Digital derivatives of the variation signals in Fig. 5.
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5 Variability of Hemagglutinin gene of influenza H5N1 virus

The influenza virus envelope embeds two specific antigenic glycoproteins that project out of the virion surface,
the Hemagglutinin (HA) and the Neuraminidase (NA). Many different combinations of HA and NA proteins are
possible, but only the H1N1 (Spanish endemic), H1N2 (Asian epidemic), and H3N2 (Hong Kong epidemic) sub-
types have circulated worldwide among humans. HA protein selectively binds to the sialic acid of the host cell
surface receptors, thus recognizing the cells that the virus can invade [4, 6]. Figure 7 gives the cumulated phase of
the HA gene for H5N1 viruses isolated from two humans (AF046080, AF046097) and one chicken (AF046088),
in Hong Kong, in 1997 [6, 7]. The genes for viruses isolated close in time are similar, even when crossing the
inter-species barrier, whereas a large variation can be seen for genes isolated at larger time intervals. Only several
SNPs are found in Fig. 8 which gives the difference cumulated phases with respect to the MaxFlat reference. The
same result has been obtained for all the genes in the eight segments of the H5N1 virus [4, 6].

Figure 7: Cumulated phase of the HA gene, H5N1 virus (accessions AF046080, 88, 97 [1, 6]).

Figure 8: Differences of HA gene cumulated phases in Fig.7 with respect to the MaxFlat reference.
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6 Further Work

Further work will be focused on:

• the dynamics of Influenza Type A viruses that have crossed till now the species barrier from birds to humans,
and which hold the potential to become highly contagious and highly lethal in humans, including the H5N1
subtype,

• extending the study from the nucleotide to the amino acid level, which could be more significant from the
phenotypic point of view,

• using genomic signals for helping clustering viruses in classes.
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Abstract: A new evolutionary multimodal optimization technique is applied for coercive
functionals defined on a set of functions of the type u ∈C2(Ω,R), where Ω is a non-empty
compact subset of R2. u defines an Euler-Monge surface, which has fixed boundary curves.
In our approach these boundaries are approximated by a C2-continuous curve.

Keywords: evolutionary multimodal optimization, roaming technique, coercive energy functionals

1 Introduction

Several optimization problems in engineering and mechanics can be reduced to find equilibrium/critical points
of certain functionals defined on a set of functions of the type u : Ω→ R, where Ω is a non-empty compact subset
of R2.

Such functionals appear at adhesively connected plates, at sandwich beams with double buckling load, at
sandwich Timoshenko plates, at cylindrical shells and their buckling or at laminated von Kármán plates (see [2][3]).
Not only the study of the existence, but also the multiplicity and localization of the critical points of such functionals
(in particular, global or local minima) constitutes a novel and challenging problem.

Our aim is to develop an evolutionary technique for detecting all global or local optima of such functionals. We
emphasize that more complicated optimization problems can be handled by the proposed approach (for instance,
constrained optimization problems).

2 Prerequisites

Let us denote by Ω a compact and non-empty domain of R2 having one hole inside. Consider a (not necessarily)
continuous function ψ : R→ R, fulfilling the growth condition

|ψ(t)| ≤ c(1+ |t|s), ∀ t ∈ R, (1)

with fixed s ∈]0,1[ and c > 0. Let us introduce the notation

H0(Ω) =
{

u : Ω→ R| u|∂Ω ≡ 0
}

.

Several real-world engineering or mechanical problems lead to solving differential equations of the type{ −Δu = λ ·ψ(u)
u ∈ H0(Ω), (2)

where Δ is the well-known Laplace operator and λ ∈ R is a parameter.
Wherever they appear, the vectors�i,�j and�k are the unit vectors of the axis Ox, Oy and Oz.

2.1 Optimization problem

It is well-known from Critical Point Theory (see [3][6]), that the (weak) solutions of equation (2) are precisely
the critical points of the energy functional Iλ : H0(Ω)→ R attached to problem (2), where

Iλ [u] =
1
2

∫
Ω
‖∇u(x)‖2 dx−λ

∫
Ω

(∫ u(x)

0
ψ(t)dt

)
dx. (3)

In particular, the local minima of functional Iλ are the solutions of differential equation (2).
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Note, that due to condition (1), the energy functional Iλ is coercive, i.e.,

Iλ [u]→+∞ as ‖u‖H0(Ω) →+∞, ∀λ ∈ R.

Moreover, the functional Iλ is bounded from below and satisfies the Palais-Smale compactness condition [6].
Thus, at least one weak solution is always expected as the global minimum of the functional Iλ on the space
H0(Ω).

Our aim is to find not only the global minimum, but also other local minima of the abovementioned energy
functional.

B. Ricceri [4] has predicted theoretically the existence of other local minimum points of the functional Iλ for
certain parameters λ ∈ R (when the nonlinear ψ fulfills the condition (1)). According to this fact, we restrict our
attention to study the following multimodal optimization problem:{

Iλ [u]→minimize
u ∈H0(Ω). (4)

Proposed technique evolves candidate solutions in the search space H0(Ω). Our approach relies on bicubic B-
spline approximation [1] for generating C2-continuous Euler-Monge surfaces defined on domain Ω. The boundary
curves of the generated surface lie in the plane xOy.

2.2 Bicubic B-spline patches as building stones of C2-continuous approximated surfaces
having two boundary curves

Let us denote by

M = [Pi j]i=0..3, j=0..3 ∈M4,4(R3)

a controlnet, which determines the shape of a bicubic patch.
Consider the fourth ordered periodic blending functions (polynomials of degree three) of this approximation

method, i.e., ⎧⎪⎪⎨
⎪⎪⎩

f0(t) = (1− t)3/6
f1(t) =

[
3(1− t)2t +3(1− t)+1

]
/6

f2(t) =
[
3(1− t)t2 +3t +1

]
/6

f3(t) = t3/6.

The matrix representation of the bicubic B-spline patch u : [0,1]× [0,1]→ R3 is given by

u(p,r) =
[

f0(p) f1(p) f2(p) f3(p)
] ·M ·

⎡
⎢⎢⎣

f0(r)
f1(r)
f2(r)
f3(r)

⎤
⎥⎥⎦ . (5)

The unit normal vector of a bicubic B-spline patch u : [0,1]× [0,1]→ R3 in the point (p,r) ∈ [0,1]× [0,1] is
denoted by�nu(p,r).

Let Ω a non-empty and compact subset of R2, which has a hole inside. We suppose, that the two boundary
curves of this domain are given in polar coordinates and they are denoted by

γi : [0,2π]→ R2, γi(ϕ) = (xi(ϕ),yi(ϕ)) = (ρi(ϕ) · cosϕ,ρi(ϕ) · sinϕ), i = 1,2.

We assume, that these planar curves respect the following conditions:

• γ1,γ2 ∈C2([0,2π],R2), i.e., the boundary curves of the domain are smooth;

• ρ1(ϕ) > ρ2(ϕ) > 0, ∀ϕ ∈ [0,2π] , i.e., γ1 is the outer boundary curve and γ2 is the inner one;

• γi(0) = γi(2π) and ρi(ϕ1) �= ρi(ϕ2), ∀ϕ1,ϕ2 ∈]0,2π[, i = 1,2, i.e., the boundaries are closed curves without
any self-intersections.
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Consider the index sets K := {0,1, ...,m} and L := {1, ...,n}, and the division points

ti =
i

m−1
, ϕ j = j · 2π

n
, i ∈ {0,1, ...,m−1}, j ∈ {0,1, ...,n−1}.

For all indices i ∈ {0,1, ...,m−1}, j ∈ {0,1, ...,n−1}, let zi j a uniformly distributed random number from the
range [a,b] defined as

zi j =
{

0, if i = 0 or i = m−1
a+(b−a) ·unifrnd[0,1], if i ∈ {1,2, ..,m−2}.

Consider the vector matrix P = [Pi j]i=0,1,...m−1, j=0,1,...,n−1 ∈Mm,n(R3), m≥ 3, n≥ 3,

P =

⎡
⎢⎢⎢⎢⎢⎣

P00 P01 P02 · · · P0,n−1

P10 P11 P12 · · · P1,n−1
...

...
...

. . .
...

Pm−2,0 Pm−2,1 Pm−2,2 · · · Pm−2,n−1

Pm−1,0 Pm−1,1 Pm−1,2 · · · Pm−1,n−1

⎤
⎥⎥⎥⎥⎥⎦ , (6)

where
Pi j = ((1− ti) · x1(ϕ j)+ ti · x2(ϕ j),(1− ti) · y1(ϕ j)+ ti · y2(ϕ j),zi j).

By attaching to the vector matrix P three new columns to the right, which are the duplications of the first three
columns of the matrix P, and repeating the first and last rows in this new vector matrix, we get a controlnet denoted
by Q = [Qi j]i=0..m+1, j=0..n+2 ∈Mm+2,n+3(R3),

Q =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P00 P01 P02 · · · P0,n−1 P00 P01 P02

P00 P01 P02 · · · P0,n−1 P00 P01 P02

P10 P11 P12 · · · P1,n−1 P10 P11 P12
...

...
...

. . .
...

...
...

...
Pm−2,0 Pm−2,1 Pm−2,2 · · · Pm−2,n−1 Pm−2,0 Pm−2,1 Pm−2,2

Pm−1,0 Pm−1,1 Pm−1,2 · · · Pm−1,n−1 Pm−1,0 Pm−1,1 Pm−1,2

Pm−1,0 Pm−1,1 Pm−1,2 · · · Pm−1,n−1 Pm−1,0 Pm−1,1 Pm−1,2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

For an arbitrary row k ∈K and column index � ∈ L of the vector matrix Q, let us introduce the functions

rk,c� : {−1,0,1,2}→ N,

defined as

rk (i) =

⎧⎨
⎩

0, if k + i =−1
m+1, if k + i = m+2
k + i, in all other cases,

c�( j) = �+ j.

For all index-pairs (k, �) ∈K×L, consider the vector matrices Mk,� ∈M4,4(R3) defined by

Mk,� = [Qrk(i),c�( j)]i=−1,0,1,2, j=−1,0,1,2. (8)

Applying formula (5), we can generate the shape of the bicubic B-spline patches uk,� : [0,1]× [0,1] → R3

determined by the vector matrices Mk,�, ∀(k, �) ∈K×L.
Chosing the elements of the vector matrices Mk,�,∀(k, l) ∈K×L, as described above, we can ensure, that the

adjacent patches are connecting to each other with C2-continuity, the surface’s shape generated by all patches is
closed in the direction of ϕ , and the two boundaries of the surface lie in the plane xOy.

Consider the compact subsets Ωk,� ⊂ R2, ∀ (k, �) ∈K×L, which are defined as

Ωk,l =
{(

uk,�(p,r) ·�i,uk,�(p,r) ·�j
)
|(p,r) ∈ [0,1]× [0,1]

}
.

Increasing the row or/and column dimension of the vector matrix (6), the union
⋃

(k,�)∈K×L Ωk,� approximates
the domain Ω. With the described method, we can generate randomly C2-continuous Euler-Monge surfaces, which
lie over the approximated domain Ω.
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Figure 1: Randomly generated C2-continuous Euler-Monge type B-spline surface over a compact domain of R2

with one hole inside. The dimension of the used vector matrix (6) is 5×30.

Figure 1 depictes a randomly generated C2-smooth Euler-Monge type B-spline surface over the approximated
domain

Ω =
{
(ρ · cosϕ,ρ · sinϕ) ∈ R2|(ρ,ϕ) ∈ [2,5]× [0,2π]

}
.

A functional, which approximates the value of the energy functional (3), has the form:

J�
λ [u] = ∑

k∈K
∑
�∈L

∫ 1

0

∫ 1

0

{[
1
2
· ‖∇(uk,�(p,r) ·�k)‖2−λ ·

(∫ uk,�(p,r)·�k

0
ψ(t)dt

)]
· ∣∣Jk,�(p,r)

∣∣} dp dr, (9)

where u is an Euler-Monge type B-spline surface having a shape consisting of all patches uk,� determined by the
vector matrices (8), and

Jk,�(p,r) = det

⎡
⎢⎣

∂uk,�
∂ p (p,r) ·�i ∂uk,�

∂ r (p,r) ·�i

∂uk,�
∂ p (p,r) ·�j ∂uk,�

∂ r (p,r) ·�j

⎤
⎥⎦ , (p,r) ∈ [0,1]× [0,1], (k, �) ∈K×L.

3 Evolutionary approach

A slightly modificated version of the evolutionary roaming algorithm presented in [5] is proposed for solving
the multimodal optimization problem (6). Roaming is an evolutionary technique for detecting all optima of the
functions of type

f : [a1,b1]×·· ·× [an,bn]→ R, n≥ 1.

This section specifies how the elements and operators of the roaming algorithm from [5] are instantiated for
detecting all the minima of a coercive energy functional.

Roaming technique is based on the Euclidean distance of the individuals (i.e., n-dimensional vectors) involved
in the search process. Our approach uses a different distance concept.

3.1 Evolutionary representation

Initial individuals of the (sub)population(s) involved in the search process(es), are randomly genarated C2-
continuous Euler-Monge type B-splines surfaces over the given and approximated compact domain Ω.
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Each individual is determined by a controlnet of type (7), which is based on some vector matrix of type (6).
The row and column dimensions of the controlnets are the same for all individuals and they do not change during
the evolutionary process.

A controlnet is determined by randomly generated 3-dimensional controlpoints from the approximated domain
Ω× [a,b]⊂ R3 (as described in the previous section). So, the controlpoints correspond to the genes.

In each individual’s controlnet the controlpoints in the first and last two rows are fixed (i.e., they are not
involved in any mutational operations), because they determine the two fixed boundary curves.

An individual determined by a controlnet

Q = [Qi j]i=0..m+1, j=0..n+2

of type (7) based on the vector matrix

P = [Pi j]i=0..m−1, j=0..n−1 ∈Mm,n(R3),

is denoted by
u�(Pi j(xi,y j,zi j))i=0..m−1, j=0..n−1,

or simply by u�. This individual consists of the bicubic B-spline pacthes

uk,� : [0,1]× [0,1]→ R3, (k, �) ∈K×L

determined by the vector matrices (8).
A search process starts with a randomly generated initial subpopulation

SP�
0 = {u�

1 ,u�
2 , ...,u�

N}
containing the individuals

u�
α (Pα

i j (xi,y j,z
α
i j))i=0..m−1, j=0..n−1, α ∈ {1,2, ...,N}

satisfying the given boundary constraints. As the subpopulation evolves from the actual generation SP�
g to the next

generation SP�
g+1, g≥ 0, the number of individuals remains the same.

The fitness of an individual u�
α ∈ SP�

g , α ∈ {1,2, ...,N}, g≥ 0, is defined as

eval(u�
α ) =−J�

λ [u�
α ].

Consider the individuals
u�

α (Pα
i j (xi,y j,z

α
i j))i=0..m−1, j=0..n−1

and
u�

β (Pβ
i j (xi,y j,z

β
i j))i=0..m−1, j=0..n−1,

which consist of the patches
uα

k,�, uβ
k,� : [0,1]× [0,1]→ R3, (k, �) ∈K×L.

Let a fine division grid

Δ� =
{(

i
mp

,
j

nr

)}
i=0..mp, j=0..nr

of the domain [0,1]× [0,1], and let us consider the fixed numbers θ ∈ ]0, π
2

]
and ε > 0. Finally, for all (k, �)∈K×L

let us construct the following sets:

Nθ
k,� =

{
(p,r) ∈ Δ�

∣∣∣∣�nuα
k,�

(p,r) ·�n
uβ

k,�
(p,r)≤ cosθ

}
,

Dε
k,� =

{
(p,r) ∈ Δ�

∣∣∣ ‖uα
k,�(p,r)−uβ

k,�(p,r)‖> ε
}

.

The distance between the individuals u�
α and u�

β is defined by

dθ
ε (u�

α ,u�
β ) = max

(k,�)∈K×L

cardNθ
k,� + cardDε

k,�

2 · (mp +1) · (nr +1)
.
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3.2 Search operators

The selection, recombination and the mutation operators are presented in the following part of this section.

• Selection Tournament selection was used for determining the individuals of the next generations.

• Recombination Let us consider a randomly coupled pair of individuals from the actual generation of a
subpopulation. Recombination is based on the following mating process: first we select randomly a point
in the inner region of the parents’ vector matrices of type (6), then the complementary parts of the parents’
vectors in blocks determined by the selected point are used to form the genes of the offsprings.

Figure 2 illustrates eight recombination operators: switching the controlpoints corresponding to the dark and
light grayed parts of the parents’ vector matrices, we get two new vector matrices of type (6), which are used
to build two new controlnets of type (7). So, we can generate two offsprings.

Type 1 Type 2 Type 3 Type 4

Type 5 Type 6 Type 7 Type 8

Figure 2: Several recombination operators

The resulting offsprings, the parents and the worst individual of the actual subpopulation compete for sur-
vival.

• Mutation Consider the randomly selected individual u�(Pi j(xi,y j,zi j))i=0..m−1, j=0..n−1 from the actual gen-
eration of a subpopulation.

Consider the index sets I = {1,2, ...,m−2}, J = {0,1, ...,n−1}, and let us suppose, the vector

Pi j(xi,y j,zi j), (i, j) ∈ I× J

has been selected randomly for mutation.

Mutation is done by perturbing the last coordinate zi j ∈ [a,b] of the selected controlpoint Pi j with the function

mut(zi j) = ζs(�unifrnd(0,1) ·5�),

where

ζs : {0,1,2,3,4}→ [a,b],s≥ 2, and

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ζs(0) = a+unifrnd(0,1) · (b−a)
ζs(1) = max

(
zi j−unifrnd(0,1) · |b−a|

s ,a
)

ζs(2) = min
(

zi j +unifrnd(0,1) · |b−a|
s ,b

)
ζs(3) = a
ζs(4) = b.

The domain Ω× [a,b] ⊂ R3 has been splitted into s ≥ 2 subdomains by paralel planes having normal �k.
Increasing the value of s, we can ensure fine shape modifications (perturbations) of the individuals.

The offspring and its parent compete for survival. In the process of redirecting subpopulations towards other
search regions of the search space H0(Ω), offsprings always replace their parents.
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3.3 Roaming optimization

The roaming technique, propesed in [5], identifies the local/global optima using isolated subpopulations and
stores them in an external population called archive.

Let us suppose that our initial population consists of M subpopulation

P0 = {SP1
0 ,SP2

0 , · · · ,SPM
0 },

and let us assume that each subpopulation has N individuals. A stability measure for subpopulations is defined and
by using it, subpopulations are evaluated as σ -stable or σ -unstable, where σ ∈ [0,1].

The stability measure of a g-generational subpopulation SPk
g , g≥ 0, k ∈ {1,2, ...,M} is defined as

SM(SPk
g ) = 1− card{u ∈ SPk

g+1| eval(u) > eval(u�)}

N
,

where u� is the best individual of generation SPk
g .

The subpopulation SPk
g , k ∈ {1,2, ...,M} is called σ -stable (σ -unstable), if the condition

SM(SPk
g )≥ σ

holds (it is not fulfilled).
1-unstable subpopulations evolve in isolation until they become 1-stable. The best individual in a 1-stable

subpopulation is considered as a potential local optimum, which is saved into the archive with the help of a
parameter δθ

ε > 0. The number δθ
ε depends from the preliminary fixed numbers θ ∈]0, π

2 ] and ε > 0, and it is
related to the minimum distance between two optima. Before adding a candidate optimum u� to the archive, the
distance between u� and every already archived optimum a is compared with this parameter. If the condition
d(u�,a) ≤ δθ

ε holds, then only the best fitted individuals from u� and a remains in the archive. If the condition
d(u�,a) > δθ

ε holds for all other already archived individual a, then u� represents a new optimum for the archive.
After adding a potential optimum to the archive, to avoid the search process to get stuck, the search performed

by all the τ-stable (τ ∈ ]1−η ,1] ,η → 0+; a treshold parameter) subpopulations must be redirected (i.e., a strong
non-conditional mutation must be applied) towards other regions of the search space H0(Ω).

4 Example

Due to the limited pagenumber, just a single numerical experiment is described. Consider the compact domain
Ω⊂ R2,

Ω =
{
(ρ · cosϕ,ρ · sinϕ) ∈ R2|(ρ,ϕ) ∈ [2,5]× [0,2π]

}
.

Let the function ψ : R→ R,
ψ(t) =

√
|t|arctan t,

which fulfills the growth condition (1) with the parameters s = 1
2 and c = π

2 .
Consider the energy functional

I−2[u] =
1
2

∫
Ω
‖∇u(x)‖2 dx+2

∫
Ω

(∫ u(x)

0
ψ(t)dt

)
dx, (10)

and let us approximate the solutions of the optimization problem{
I−2[u]→minimize

u ∈H0(Ω).

The parameters of the proposed evolutionary roaming technique are:

• number of subpopulations: M = 10;

• number of individuals in each subpopulations: N = 20;

• the minimum distance between two optima: δ
π
6

0.8 = 0.65;
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• the treshhold parameter for roaming subpopulations: τ = 0.9;

• the probability of mutation for each subpopulation: pmut = 0.8;

• the probability of recombination for each subpopulation: prec = 0.6;

• the dimension of the vector matrices, which generate the individuals: m×n = 5×30;

• the last coordinate of the controlpoints are generated from the range: [a,b] = [−10,10].

After 2500 generations of the proposed algorithm, the archive contains two C2-continuous Euler-Monge type
B-spline surfaces. Figure 3 depictes the shape of these surfaces. The value of the energy functional (10) in the case
of surface 3a(3b) is -121.831130981445(-121.275131225586).

3a 3b

Figure 3: Two local minima of the energy functional (10)

Naturally, increasing the dimension of the used vector matrices, someone could approximate these local minima
with less error, but the algorithm will be very time-consuming. Implementing the proposed algorithm in a local
area network conform a "master and slaves" model (each slave may represent a subpopulation and the master may
be the archive), the needed time to find better solutions can be reduced.

5 Summary. Conclusions and further work

Standard literature does not describe an exact or numerical method determining the local minima of the coercive
energy functionals.

In most cases there are only existence theorems for critical points (in particular, for local minima) which are
weak solutions of equations of type (2).

In standard literature, the disc is the most frequent, non-empty and compact domain of R2 on which the partial
differential equation (2) is defined. We proposed a method to construct randomly C2-continuous Euler-Monge type
B-spline surfaces, which lie over a given compact domain having one hole inside.

Note, that the function ψ : R → R appeared in problem (2) is not necessarily continuous, thus, the energy
functional (3) may not be differentiable, only a locally Lipschitz function. Hence, the optimization problem (6)
may not be solved by other classical and well-known numerical methods (e.g., Newton method).

The paper proposes an evolutionary roaming algorithm to detect and construct local minima for coercive energy
functionals. Proposed evolutionary technique will be tested for other types of compact domains. The algorithm
will be extended for dealing with strongly constrained problems, too.

Acknowledgement

This work has been supported by grants from the Research Programs Institute of Foundation Sapientia, Cluj
Napoca, Romania. The authors also thank Alexandru Kristály from Babeş-Bolyai University, Cluj Napoca, Roma-
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Possibility and Probability in Fuzzy Theory
Invited paper

Angel Garrido

Abstract: In the problems of Fuzzy Theory, it is very important to introduce the notion
of distance between Fuzzy Sets, or Fuzzy Distance. Because from this, we can obtain the
measure of fuzziness, or degree of how fuzzy a set is. This opens the perspective to analyze
the concepts of possibility and probability, and so on.

Keywords: Mathematical Analysis, Probability Theory, Fuzzy Inference, A. I.

1 Introduction

The origins of the Possibility Theory are in Zadeh. But many efforts, from then, have improved more and more
this field. For instance, the papers and books of Dubois and Prade.

Our purpose is to give, firstly, a panoramic vision of the known results, expanding their boundaries with some
new ideas. For instance, the measure of fuzziness through the Shannon’s concept of entropy or by the different
metric distances.

2 Difference and Distance in Fuzzy Sets

If we take two sets, A and B, the difference is given by:

A−B = A∩ c(B)

There exist two ways of obtaining the difference between fuzzy sets:
By simple method:
For instance, if we take:

A = {a | 0.1, b | 0.3, c | 0.6, d | 0.9}
B = {a | 0.2, b | 0.5, c | 0.8, d | 1}

then:

c(B) = {a | 0.8, b | 0.5, c | 0.2, d | 0}

therefore:

A−B = A∩ c(B) = {a |min(0.1, 0.8) , b |min(0.3, 0.5) ,c |min(0.6, 0.2) , d |min(0.9, 0)}=

= {a | 0.1,b | 0.3,c | 0.2,d | 0}

While the Bounded Difference is defined through a new operator, θ , according to the membership function:

μA θ B (x) = max{μA (x)−μB (x) , 0}

So, in the example above:

A θ B =
= {a |max{μA (a)−μB (a) , 0} ,b |max{μA (b)−μB (b) , 0} ,c |max{μA (c)−μB (c) , 0} ,

d |max{μA (d)−μB (d) , 0}}= {a | 0, b | 0, c | 0, d | 0}
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Therefore, the elements a, b, c, d do not actually belong to AθB.

To introduce the distance between fuzzy sets, A and B, we consider different possibilities, now based on the
values of the membership functions in the point x ∈U :

i) the well known Euclidean distance:

e(A, B) =
[
∑{μA (x)−μB (x)}2

]1/2

ii) the Hamming distance:

d (A, B) = ∑ |μA (xi)−μB (xi)|

with i ∈ {1,2, ...n} and xi ∈U , universe of discourse.

We can prove easily that:

1) d (A,B)≥ 0

2) d (A,B) = d (B,A)

3) d (A,C)≤ d (A,B)+d (B,C)

4) d (A,A) = 0

And also it can be defined the relative Hamming distance (δ ), when the universal set U is finite, for instance,
with n elements:

i f �(U) = n⇒ δ (A,B) = 1
n d (A,B)

For instance, let A and B be as in the aforementioned example.
Then:

e(A,B) =
[
{0.1−0.2}2 +{0.3−0.5}2 +{0.6−0.8}2 +{0.9−1}2

]1/2
= 0.316

d (A,B) = |0.1−0.2|+ |0.3−0.5|+ |0.6−0.8|+ |0.9−1|= 0.6

δ (A,B) = 1
nd (A,B)

So, if n = 4, then:

δ (A,B) = 1
4 d (A,B) = 0.15

And generalizing, we can also define the Minkowskian distance:

dw (A,B) = [∑ |μA (x)−μB (x)|w]1/w

where w ∈ [1,+∞] .

Observe that when m = 1, we obtain the Hamming distance.

And when m = 2, we find the Euclidean distance.

Both are particular cases, therefore, of Minkowskian distance.
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3 Fuzzy Distance between Fuzzy Sets

We need to introduce the Extension Principle, according to which:

Starting with a Cartesian product of universal sets:

U = ∏Ui, i = 1, 2, ..., r

And a collection of fuzzy sets, each one into the corresponding universal set:

Ai ⊆Ui, i = 1, 2, ..., r.

Then, we define the Cartesian product of fuzzy sets:

∏Ai, i = 1, 2, ..., r

through their membership function:

μ∏Ai (x1, x2, ..., xr)≡min{μA1 (x1) , μA2 (x2) , ..., μAr (xr)}

Let F be the function from the universe U to the universe V.

Then, the fuzzy set:

B⊆V

can be obtained by F and the collection of fuzzy sets, {Ai}r
i=1 , in this way:

μB (y) = 0, if F−1 (y) = /0

and

μB (y) = max
y=F(x1,x2,...,xr)

[min{μA1 (x1) ,μA2 (x2) , ...,μAr (xr)}] , i f F−1 (y) �= /0

If the function F is one-to-one, we have:

μB (y) = μA
(
F−1 [y]

)
, when F−1 (y) �= /0

Let (U, d) be a pseudometric space. Therefore, with:

d : U2 → R+∪{0}
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such that verifies:
1) d (x,x) = 0, ∀x ∈U

2) d (x,y) = d (y,x) ,∀x,y ∈U

3) d (x,z)≤ d (x,y)+d (y,z) ,∀x,y,z ∈U

Remember also that the additional condition:

4) i f d (x,y) = 0, then x = y

transforms d into a distance, and in such case,(U, d) is a metric space.

In our pseudometric space, (U, d) , if we take two fuzzy subsets, A and B, it is possible to introduce by the
extension principle the pseudometric distance (also a fuzzy set) between A and B :

∀ρ ∈ R+, μd(A,B) (ρ) = max
ρ=d(a,b)

[min{μA (a) ,μB (b)}]

4 Probability and Possibility

A very frequent question turns about the relation between Probability Theory and Fuzzy Theory. More con-
cretely, if there exists some contradiction between both. It is a very natural question, because both the values of
the Probability Distribution, P, and of the Membership Function, μ , belong to the closed unit interval. For both,
the range is [0, 1]. And this suggest, at least, some degree of kinship.

We suppose well known the axiomatic of Kolmogorov for the probability and its corollaries, and now introduce
the fuzzy notion of possibility:

Suppose the fuzzy set A on the universal set U . Such fuzzy set is defined by the assignation of values, in
the range [0, 1], through the membership function, μ . So, the μA (x) represent the value on x of the possibility
distribution function for A in U. In this way, adjoining the values μA (x), for each x, we have defined the fuzzy set.

As you know, the sum of probabilities on all the events, in the sample space, must be equal to 1. But this is not
so necessarily, in the case of possibilities on fuzzy sets, into the universal set U .

For instance, we can have:

x 1 2 3
μ (x) 0.8 0.9 1
P(x) 0.5 0.3 0.1

Firstly, we can observe the non identical behaviour between probabilities and possibilities. Higher possibilities
not always corresponds to higher probabilities.

Given an event, A, the possibility acts as upper bound of the probability:

P(A)≤ μ (A)

If we suppose {Ai}n
i=1 , mutually exclusive fuzzy sets, we have:

μ (∪ Ai) = max{μ (Ai)}
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and if we take {Ai}n
i=1 as independent fuzzy sets:

μ (∩ Ai) = min{μ (Ai)}

In the classical Probability theory the boundary of an event is always precise. But it is not the case when we
work with fuzzy situations.

When we deal with the probability of fuzzy events, there are two ways: the probability as a crisp set or either
as a fuzzy set. In this case, we say Fuzzy Probability. In the last situation, for the Fuzzy Probability of a Fuzzy
Event, we consider the fuzzy event:

A = {x | μA (x) : x ∈ S}

where S is the sample space.

>From this, we take the usual α− cut of such event:

Aα = {x | μA (x) : μA (x)≥ α}

Then, the probability of the α− cut should be:

P(Aα) = ∑
x∈Aα

P(x)

being Aα the union of mutually exclusive events.
Therefore, the probability of Aα is the sum of the probability of each event in the α-cut set. So, we can say

that:

"the possibility of the probability of the set Aα to be P(Aα) is precisely such α”

Starting from this concept, we can introduce already the Fuzzy Probability of Fuzzy Event A as:

P(A) = {P(Aα) | α : α ∈ [0, 1]}

For instance, if we start from: S = {a, b, c} , as sample space, being:

P(a) = 0.2

P(b) = 0.3

P(c) = 0.5

and we have the fuzzy event:
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A = {a | 1, b | 0.9, c | 0.8}

this produces the α− cut sets (which are crisp sets):

Aα = A, i f α < 0.8

A0.8 = {a, b, c}= A

A0.9 = {a, b} , A1 = {a}

As crisp sets, we can calculate now the probability of each α− cut event:

P(A0.8) = 0.2+0.3+0.5 = 1

P(A0.9) = 0.2+0.3 = 0.5

P(A1) = 0.2

So, we can reach:

P(A) = {1 | 0.8, 0.5 | 0.9, 0.2 | 1} .

5 Uncertainty level and Measure of Fuzziness

If we take a set of elements with degrees of membership between 0 and 1, when would the uncertainty be the
greatest?

For instance, if the possibilities of obtaining a job, for a group, A, of candidates, are: 0.1, 0.2, 0.4, 0.5, 0.7, 0.9,
the maximum of uncertainty is reached in the fourth. While the first has almost no possibility to pass the proof,
for the last the success is almost secure. Therefore, the uncertainty increases as we approach to 0.5, and decreases
close to the extremes (0 and 1) for the membership degree values.

Suppose another group, B, with respective possibilities: 0.4, 0.5, 0.54, 0.6, 0.63, 0.7. Where is the uncertainty
greater, in A or in B? It is clear: in B, because their values are closer to 0.5, and for this the uncertainty respect to
A increases.

In the case C, when all the candidates show values 0.5, this is still more uncertain (the maximum uncertainty).
In such situations, we attempt to calibrate the degree of uncertainty, or equivalently, the Measure of Fuzziness.
We define the function:

f : P(U)→ R

where P(U) is the power set of U , containing all the subsets of the universal set and R is the real line.
In such function we need to impose three conditions or axioms:

1) f (A) = 0⇐⇒ A is a crisp set

2) A < B⇐⇒ f (A)≤ f (B)

That is, when the uncertainty of A is smaller than B, then the measured value f (A) must be at most f (B) .

When we have A < B, we say that A is sharper than B.This signifies:

If we have two fuzzy sets, A and B, such that: A < B, the graphical situation must be as:

Therefore:
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μA (x)≤ μB (x) , i f μ (x)≤ 1
2

and

μA (x)≥ μB (x) , i f μ (x)≥ 1
2 .

The aforementioned equivalence: A < B⇐⇒ f (A)≤ f (B) , implies the monotonicity property.

3) When the fuzziness reaches (for instance in B) its greatest degree, also the measure of its fuzziness,
f (B) , should have the maximum value.

There are different ways to obtain the measure of fuzziness. For instance, through the Shannon’s Entropy (H),
or using Metric Distances.

Remember that H is used, in Information Theory, for measuring the amount of uncertainty in the information.
H is defined by:

H [P(x)] =− ∑
x∈X

P(x) · log2 {P(x)}

for each x ∈U.
Obviously, P(x) denotes the probability distribution for x in the universal set U.

>From this, we can introduce the measure of fuzziness, f , as:

f (A) =− ∑
x∈U
{μA (x) · log2 μA (x)+(1−μA (x)) · log2 [1−μA (x)])}

Observe that we add, in this expression, the uncertainties of the fuzzy set A and the uncertainties of its comple-
ment,

_
A, through their corresponding membership functions, μA (x) and 1−μA (x).

Also can be introduced the normalized measure, f̃ (A), of the measure f (A) , in this way:

f̃ (A) = f (A)
�(U)

where �(U) is the cardinal of the universal set U. It is clear that:
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f̃ (A) ∈ [0, 1]

verifying the above conditions 1) and 2).

We show now some examples, using the Shannon’s entropy to obtain the measure of fuzziness:

We consider the probability distribution, P.

Let U = {a, b, c} be the universal set.
Suppose that P is given by:

P(a) = P(b) = 1
4

P(c) = 1
2

The uncertainty is measured through the Shannon’s entropy, H :

H (P) =−[ 1
4 · log2

1
4 + 1

4 · log2
1
4 + 1

2 · log2
1
2

]
= 1.5

And about the aforementioned measure of fuzziness, for the fuzzy set:

A = {a | 1, b | 0.2, c | 0.5} ⊂U

such degree of fuzziness of A is:

f (A) =− [{1 · log2 1+0}+{0.2 · log2 0.2+0.8 · log2 0.8}+{0.5 · log2 0.5+0.5 · log2 0.5}]

we can obtain:

f (A) =−[ 4
5 · log2

4
5 + 1

5 · log2
1
5 + log2

1
2

]� 1.7

and so, the normalized measure will be:

f̃ (A) = f (A)
�(U) � 0.57

Observe that it verifies:

0≤ f̃ (A)≤ 1

while:

f (A) /∈ [0, 1]
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without problem.

In comparison with this case, if we take another fuzzy set, B, all its elements with the same membership degree,
0.5:

μB (a) =μB (b) = μB (c) = 1
2

then the measure of their fuzziness will be:

f (B) =−{6 ·0.5 · log2 0.5}= 3 > f (A)� 1.7

As consequence, the fuzziness in B is greater than in A, as predictable, because the values of μ on its elements
give the maximum uncertainty: when it is 0.5, or at least near to such value.

Furthermore, we compute the normalized measure of fuzziness as:

f̃ (B) = f (B)
�(U) = 1 > f̃ (A) = 0.57

also a logical result: the preservation of the ordering from f to f̃ .
Another way to compute the measure of fuzziness is by the concept of metric distance. So, starting with the

Hamming distance or the Euclidean distance.
Suppose a fuzzy set, A. Its corresponding crisp set, C, can be defined by:

μC (x) = 0, i f μA (x)≤ 1
2

and

μC (x) = 1, i f μA (x) > 1
2

>From this, we can compute the measure of fuzziness through the distance between both sets, A and C (the
first, fuzzy, and second, crisp set).

If we chose the Hamming distance, then the measure of fuzziness can be defined as:

f (A) = ∑
x∈U
|μA (x)−μC (x)|

Whereas, if we consider the Euclidean distance, can be:

f (A) =
[

∑
x∈U
{μA (x)−μC (x)}2

]1/2

And in the case of the Minkowski’s distance, must be:

fw (A) =
[

∑
x∈U
|μA (x)−μC (x)|w

]1/w
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Moving on to the aforementioned A and B sets, our new purpose is to obtain the measure of fuzziness through
the Hamming distance.

As you remember:

A = {a | 1, b | 0.2, c | 0.5} ⊂U

B = {a | 0.5, b | 0.5, c | 0.5} ⊂U

and then:

f (A) = |1−1|+ |0.2−0|+ |0.5−0|= 0.7

f (B) = |0.5−0| ·3 = 1.5

As you can see directly, it verifies:

f (A) < f (B)

It also can be normalized, as in the previous case.
In the second term into differences:

∑
x∈U
|μA (x)−μC (x)|

it appears the values of the membership function of the associated crisp set, C, that is, μC (x) , reached through:

μC (x) = 0, i f μA (x)≤ 1
2

and

μC (x) = 1, i f μA (x) > 1
2
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Therefore:

μC (a) = 1

μC (b) = μC (c) = 0

in the first case, i.e., for the fuzzy set A.

Whereas in the second case, for the fuzzy set B:

μC (a) = μC (b) = μC (c) = 0

If we consider the Euclidean distance, our measure of fuzziness must be:

f (A) =
[

∑
x∈U
{μA (x)−μC (x)}2

]1/2

= 2
√

(1−1)2 +(0.2−0)2 +(0.5−0)2 = 0.5385

And in the final and more general case of Minkowskian distance:

fw (A) =
[

∑
x∈U
|μA (x)−μC (x)|w

]1/w

= w
√

(1−1)w +(0.2−0)w +(0.5−0)w

depending, obviously, on the values of w.

6 Final Note

With these considerations about uncertainty and fuzziness, their measure, through fuzzy techniques, we con-
clude our analysis.
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A Computational Intelligence Approach to VRSDP (Vehicle Routing,
Scheduling, and Dispatching Problems)

Invited paper

Kaoru Hirota, Fangyan Dong, Kewei Chen

Abstract: The objective of the Vehicle Routing, Scheduling, and Dispatching Problem
(VRSDP) is to produce a delivery schedule for a group of vehicles, with respect to multi-
ple users, so that while satisfying constraints delivery cost corresponding to users’ orders is
minimized. The VRSDP i.e., using a truck to deliver goods from a depot to supermarkets
or retail stores - is widely observed in daily life. Solutions to such real-life VRSDP are in-
dispensable for achieving low delivery cost and high quality service requirements from the
enterprises, as well as the integration, rationalization, and standardization requirements from
the administration.
The VRSDP is a complex combinatorial optimization problem (COP), in which computa-
tional cost increases exponentially with problem size, making it extremely difficult to find
an optimal solution of a VRSDP in practical computational time. Simulated annealing (SA),
genetic algorithms (GAs), tabu search (TS), and other methods have been proposed to find
suboptimal solutions to VRSDPs [1, 2, 3, 4]. Since the 1990s, research on the VRSDP has
expanded in Japan, with representative examples being [5] and [6, 7].
For the VRSDP, components of the evaluation function, i.e., evaluation criteria, e.g., running
cost and loading ratio, etc. are mutually conflicting, in the sense that the running cost must be
minimized and, at the same time, the loading ratio must be maximized. With such evaluation
criteria, it is difficult for designers of real-world applications to set corresponding weights to
reflect designers’ intent.
In this invited talk, a concept of the vehicles dispatching problem for cooperative deliver-
ies from multiple depots (VDP/CD/MD) is introduced. In order to solve the VDP/CD/MD,
a practical calculation model of hierarchical multiplex structure is proposed. The proposed
calculation model consists of 3 layers: atomic layer (system cost is controlled by a heuris-
tic method), molecular layer (system state is adjusted by a heuristic method and an optimal
calculation), and individual layer (a system plan is modified by fuzzy inference). The calcula-
tion model is implemented as a software component using object-oriented paradigm, and the
corresponding optimization algorithm based on heuristic methods and fuzzy inference is also
proposed. Experiments using the 3 days order data taken from an actual dispatching center in
Tokyo area are done. A total of 27 tank lorries are available for daily cooperative deliveries
from 3 depots to about 30-60 destinations. The transport area is in the Tokyo metropolitan
area. Based on the experimental results, a detailed analysis is done from viewpoints of al-
gorithm, system application, and practical implementation. The results and the evaluations
by human experts confirm that the calculation model is a feasible, fast, efficient, and can be
applied to the planning support system for the VDP/CD/MD in the real-world.
Since the calculation model and its algorithm take advantages of object-oriented modelling,
heuristic method, and fuzzy inference, it can find a utility decision (vehicles plan) with intel-
ligence and flexibility close to expert dispatcher. Because the vital input parameters are few
and the computational engine is packaged into a software component, the calculation model is
a convenient tool in system application for the VDP/CD/MD in the real-world. The proposed
calculation model will be able to cover similar transportation problems in the real-world.
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Robust Statistical Translation Models: The Case for Word Alignment
Invited paper

Dan Tufiş

Abstract: The success of the statistical approaches in language processing has resurrected
the interest in machine translation, which on its turn generated very useful results in many ar-
eas of language engineering. Within the architecture of a typical Statistical Machine Transla-
tion system, using a "noise-channel" paradigm, two basic information sources fundamentally
influence the automatic translation accuracy: the translation model and the target language
model.
The translation model encodes statistical information on how words or phrases from the
source language are translated in the target language (including wording, local grouping of
the translated words, part-of-speech mapping, etc). The references to target and source lan-
guage texts are generic, identifying the direction of the processing in trying to reveal the
equivalence relations over the two parts of a parallel text (bitext). The word alignment is
an explicit representation of the pairs of words <wL1 wL2> (called translation equivalence
pairs) co-occurring in corresponding parts of a bitext and representing mutual translations.
The general word alignment problem includes the cases where words in one part of the bi-
text are not translated in the other part (these are called null alignments) and the cases where
multiple words in one part of the bitext are translated as one or more words in the other part
(these are called expression alignments).
The target language model encodes the distributional properties of the words in the output
language (the grammatical ordering of the words depending on their part-of-speech (POS),
idiosyncratic properties of the lexical items (such as case markers). The estimation of the
accuracy of a language model is easily evaluated by a POS-tagging validation while for a
translation model one could draw meaningful conclusions on the robustness of the model
through a word-alignment exercise.
Neither POS-tagging nor word-alignment is an end in itself but necessary at one level or an-
other to accomplish most natural language processing tasks. Because of this, is no surprise
to see that the natural language research community invested and continue to invest a lot of
energy in evaluating the progress in tagging and in word/phrase alignment. The technologi-
cal competitions for integrated tasks, such as information retrieval, cross-language informa-
tion retrieval, summarization, question-answering, machine translation, were systematically
complemented by organized evaluations of the performances of the critical modules (tag-
ging, chunking, parsing, name or time entity recognition, anaphora resolution, word aligning,
word-sense disambiguation, etc).
The paper describes and evaluates our state-of-the-art word alignment system that combines
two different word aligners, developed with independent motivations. The aligner combina-
tion achieves a significantly better result than each individual aligner does. We will report on
the latest developments of our word-alignment system, winner of the second word-alignment
competition organized in Ann Arbor, Michigan, USA, 2005. It implements a different ap-
proach from its predecessor, also a winner in the first word-alignment competition held in
Edmonton, Canada, 2003.
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[12] Tufiş, D., Ion, R., Ide, N. 2004. “Fine-Grained Word Sense Disambiguation Based on Parallel Corpora, Word
Alignment, Word Clustering and Aligned Wordnets”. In Proceedings of the 20th International Conference on
Computational Linguistics, COLING2004, Geneva, pp. 1312-1318
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Control Systems Modelling and Design for Processes Synchronization

Victor Ababii, Viorica Sudacevschi, Emilian Guţuleac

Abstract: Design of real-time control systems requires new methodologies in their mod-
elling, verification and implementation. In the paper a complex integrated design system is
presented. The design process starts with analysing of the Petri net model of the control sys-
tem in a special software environment that performs modelling, verification, validation and
performance evaluation of the model, its conversion into AHDL code (Hard Petri net), simu-
lation of the obtained code in MAX+ Plus II environment and FPGA or CPLD configuration
of the control system.

Keywords: HDL Design, Petri Net Models, Hardware Implementation, Performance evolution, System Con-
trol.

1 Introduction

The increasing complexity of real-time control systems requires new approaches for their modelling, synthesis
and verification. A lot of scientific research studies propose different methods for design stages integration into an
automatic flow with minimal human participation [1, 2, 3, 4]. These methods are based on Petri net type models as
the first step in control system design and their conversion into a program code that is executed on PLC systems.
Other research direction is the Petri net model implementation in basic logic elements that can be used in control
systems or in modelling systems [5, 6, 7]. In this paper is presented an integrated design environment that support
synthesis, modelling and validation of a control system with concurrent data processing based on Petri net model,
performance analysis and translation of this model into AHDL code that allows control system configuration into
FPGA or CPLD circuits.

2 Diagram of synthesis flow

Control system synthesis is executed according to the diagram that is presented in Figure 1. Synthesis stages
description:

PN Models Source - Petri net model that is proposed for analysing is introduced in graphical form;
VPNP Tool - software tool that allows inserting and modifying in an interactive mode the Petri net model;
Analysis (Reachability graph and Structural analysis) - The proposed Petri net model is analysed in order

to determine the set of reachable states and to form the reachability graph. The structural analysis determines the
main properties of the model such as its safety and viability;

MI and MO generation - incidence matrix and initial marking generation and their storage in corresponding
files;

HDL Compiler - AHDL code compilation based on matrixes ∗.im f and ∗.rag;
HDL Objects Library - the library with standard AHDL objects that are used to form AHDL code of a Petri

net;
HDL code - the obtained after compilation AHDL code;
Max Plus + II Design Tool - MAX+PLUS II software is a fully integrated, architecture-independent package

for designing logic with ALTERA programmable logic devices;
FPGA or CPLD Device - FPGA or CPLD configuration of the Petri net model.

3 The VPNP Tools

The interactive environment VPNP represents a software tool with a graphical interface, designed for Petri net
models analysing. It allows to draw a graphical Petri net model, to store into a file and to read from a file these
models and to perform the structural analysis of the models with visualization of the results [8]. After analysing of
the Petri net model the incidence matrix (∗.im f ) and initial state (∗.rag) files are obtained.
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Figure 1: Diagram of synthesis flow

4 Petri net model for hardware implementation

A Petri net(PN ) is a 5-tuple:PN =< P,T,W+,W−,M0 >,where:
P = {pi, i = 1, I}-is a finite and non-empty set of places; T = {t j, j = 1,J}- is a finite and non empty set of

transitions; W+ = {(pi, t j)}- is a set of arcs from place pi to transition t j; W− = {(t j, pi)}- is a set of arcs from
transition t j to place pi ; M0 = {m1,m2, ...,mI}- is the initial marking.

The Petri net changes its states according to functional rules that are defined for each class of Petri nets [13, 14,
3]. The architecture of the system with concurrent data processing represents a set of processor elements with data
flow interconnections [12]. For a Petri net model data flow will depend on the internal structure of the net model.
Taking this into consideration, we can define a Hardware Petri Net ( ) as a set of processor elements (transitions
and places) and data flows (arc connections):

HPN = {T ∪P∪A+∪A−}, where:
T = {t1, ..., tJ}- is set of transition type processor elements;
P = {p1, ..., pJ}- is a set of place type processor elements;
A+ = {A+

1 ,A+
2 , ...,A+

J }- is a set of increment connections to each place, where:

A+
j =

{
a+

j,i = 1 if exists a connection between t j and pi,

a+
j,i = 0 if do not exist a connection between pi and t j.

A− = {A−1 ,A−2 , ...,A−J }- is a set of decrement connections from each place, where:

A−i =
{

a−i, j = 1 if exists a connection between pi and t j,

a−i, j = 0 if do not exist a connection between t j and pi .

Incidence matrix is obtained as: IM = A+∪A−. The pair (mi,Pi) determines the state of the processor element
Pi. The set of all states Sk = {(t j,Pi),∀i = 1, I} for places determines the global state of the system at k iteration,
where, k ∈ K. The state S = ∪K

k=1Sk determines the set of allowed states for the system and the reachability graph
for the Petri net model.

5 Processor elements specification

The hardware implementation of Petri Net contains two main parts: the processor element transition (T ) and
the processor element place (P).
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The processor element Transition (T ) prepares the data processing operation. After global state Sk =
{(t j,Pi),∀i = 1, I} analysing at the step of data processing, the condition for step k + 1 of data processing op-
eration is formed.

The logic symbol of a functional element transition is presented in Figure 2a, where: CLC(C)- clock signal;
Inci j - increment outputs connected to all output places to this transition; Deci j - decrement outputs connected to
all input places to this transition, Sk

j - Petri net model state signal inputs for transition Tj. For all transitions the

logic function Inci j = Deci j = ∏M
m=1(s

k
jm) is formed that allows the transition to fire only if all inputs m = 1, ...,M

will have the logic value "1".
The processor element Place P stores the state value and performs the increment and decrement operation of

the number of tokens. The logic symbol for processor element Place P is shown in Figure 2b, where: CLC(C)-
clock signal; Inci j - enable inputs for increment operation of the number of markers in place; Deci j- enable inputs
for decrement operation of the number of markers in place; Sk

j- place state at the k iteration step that determines

the marking presence in place. The number of tokens in place mk+1
i , i = 1, I is changed according to the following

formula:

mk+1
i =

⎧⎪⎪⎨
⎪⎪⎩

1 if ∑J
j(Inci j) = 1∧ (mk

i ) = 1∨ (mk
i ) = 1

0 if ∑J
j(Deci j) = 1∧ (mk

i ) = 1
mk

i if ∑J
j(Inci j) = 0∧ (mk

i ) = 0
mk

i if ∑J
j(Inci j) = 1∧ (mk

i ) = 1

Figure 2: Functional element (a) Transition and (b) Place

6 HDL Compiler

A HDL compiler performs conversion of the Petri net model that is defined by the incidence matrix IM (file
∗.im f ) and initial state matrix M0 (file ∗.rag), obtained in VPNP software tool, to AHDL code. The dialog window
of the software tool HDLCS allows to insert the incidence matrix IM (command OPEN), the initial marking
M0 (command LOAD M0) and to save the AHDL code of the Petri net model. Command PROCESS starts the
compilation. The AHDL code is obtained after processor elements selection from HDL Library according to their
characteristics, their interconnections according to the incidence matrix IM and generation of the file that contains
the source AHDL code with TDF extension. At the first step of AHDL code generation in the file are included
processor elements Place and Transition, the global synchronization clock is defined, and interconnections between
processor elements are formed.

7 An Example of Control System for Synchronisation of Data Communi-
cation

The proposed method was used to design a control unit for data transfer in a computer system. The structure
of the control unit is presented in figure 3a. Where the source and destination block communicate using following
signals: STB - Strobe when sending byte by Data Bus and ACK signal to confirm the data reception.The Petri
net model for control system modelling and control unit implementation is shown in figure 3b and figure 3c,
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respectively. After VPNP structural analysis of Petri net model the incidence matrix and initial marking (M0 =
[0,0,0,0,1]) where obtained.

Figure 3: The structure of Control Unit (a) Petri net model for implementation (b) and the Control Unit

The AHDL code is presented in table 1. The code is processed in MAX + Plus II tool. The obtained control
unit for data transfer is presented in figure 3c, where: SYN - synchronization signal; P1 - ACK input generated
by the destination object; P5 -input for data transfer initialisation; F[2] -transfer to data bus; F[3] - generates STB
signal for data transfer; F[4] - the system is ready for the next operation. The statistic report obtained after FPGA
compilation shows that it was used 12 LCs. The timing diagrams obtained after simulation confirm the correctness
of control system functionality.

8 Conclusions

We have described the design of a control system using Petri nets. The proposed integrated system uses Petri
net model for modelling and verification of control system functionality, conversion of the model into HDL code
and its implementation into FPGA or CPLD circuits. The proposed method allows a high flexibility in quick
reconfiguration of control algorithms. The obtained results prove the reliability of the integrated system.

We plan to continue investigation of this method. One of the most important research directions is the concur-
rent data processing analysis, new synchronization methods for data processing operations, functional extension
of the processor elements for Timed Petri net implementation.
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Chişinău, Republic of Moldova
E-mail: {avv, svm, egutuleac}@mail.utm.md



Proceedings of ICCCC 2006, Băile Felix - Oradea, Romania
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On Some Methods for Non-Stationary Time Series Analysis: a Java-based
software

Grigore Albeanu

Abstract: The modelling and analysis of time series are important actions for a large
spectrum of applications. This paper considers stationary and non-stationary time series
from computational point of view. Some existing techniques are reviewed for probabilis-
tic, wavelet-based, soft computing and hybrid approaches. The functionalities of the TJmes
- a Java-based software tool for time series modelling and analysis - are described both for
computing and E-learning in the time series field.

1 Introduction

A time series is a sequence of observations, ordered in time or space, which provides useful information about
the evolution of some physical, biological, social or economic systems. To illustrate such an importance let us
mention some usage examples: econometry [7] (stock exchange indices, profits, imports, exports etc.), sociology
(crime rate, unemployment, different enrollments etc), meteorology [4] (temperature, wind speed, rainfall etc),
hydrology, environment pollution, epidemiology, sciences [14, 13, 26, 27] etc. From theoretical point of view a
time series is a random process [26]. A standard graphical representation for time series is shown in figure 1.

When observations (denoted by x(t)) are made at every moment of time then a continuous time series is ob-
tained. In the case of discrete moments (usually equi-spaced, and denoted by x[t]: t = 0, 1, ..., N-1) the time
series is called to be discrete. When only one variable is measured over time, we deal with univariate time series;
otherwise, the time series is multivariate.

Four characteristics can give a complete understanding of the time series: the trend, the seasonal, the cyclic
and the irregular component. Some applications are interested in trend forecasting, but others need information
about the periodicity of the analysed process.

There are two main approaches to time series analysis. The first one (called the time domain approach) repre-
sents time series as a function of time and is useful to obtain the trend component and, then, to propose a forecasting
model. The second approach deals with the frequency domain, in order to determine the periodic components of
the time series.

Stationary and nonstationary time series are used to model real phenomena. Stationarity of time series im-
plies the homogenity of the series, that means the series behaves in a similar way regardless the time sampling.
Mathematically, the stationarity implies the invariance of the joint probability distribution of the process under ob-
servation. For some practical situations the following requirements are needed: the mean and variance are constant
over the time, but the autocovariance of every two elements depends only on their temporal separation.

However, "many phenomena, both natural and human influenced, give rise to signals whose statistical prop-
erties change under time translation" as mentioned in [11]. Such phenomena, called nonstationary, are difficult
to investigate and numerous methods have been proposed, including wavelets [3, 8, 13, 18], soft computing tech-
niques [1, 4, 12, 16, 20] and hibrid approaches [16, 22, 24], to mention only some references.

In this paper we investigate different approaches and propose a distributed architecture for computer aided time
series modelling and analysis. Also, the software tool integrates an E-learning module to be used for data mining
lessons. In the second section we cover some probabilistic approaches. Wavelet-based modelling and analysis are
considered in the third section. Soft computing methods, and hybrid methods are covered in the fourth, respectively
the fifth section. The final section discuses the software requirements of a Java-based software tool both for time
series modelling-analysis-forecasting and e-learning.

2 Probabilistic time series modelling and analysis

An interesting feature of discrete univariate time series can be described using autocovariance and autocorrela-
tion functions. The main difference between deterministic data and random time series shows the persistence of the
autocorrelation functions along the time displacements in the deterministic case. Let k≥ 1, and rk be the k-th order
correlation coefficient between observations separated by k time units. The array of autocorrelation coefficients rk,



On Some Methods for Non-Stationary Time Series Analysis: a Java-based software 63

Figure 1: A standard graphical representation

plotted with k as abscissa and rk as ordinate formed the so-called a correlogram that provides useful information
to identify the type of time series according to the following rules:

• If a time series is completely random, then for large N, rk = 0 for all k.

• The stationary time series have short term correlations.

• If succesive values of a time series tend to alternate, the correlogram would also tend to alternate.

• For stationary time series, when the time series has a trend, the values of rk would not decrease to zero,
except for very large values of k. This is not the case for nonstationary time series.

• If a time series is characterized by seasonal fluctuations, then the correlogram would also shows oscillations
along the same period.

To measure the similarity between two time series the cross-corelation (i.e. the linear correlation coefficient be-
tween two time series) can be used, also based on the size of time lag. Other analysis can be realized using the
initial time series [1, 9, 23, 26], transformed series [2, 3, 5, 10, 14], or based on some features (patterns) already
extracted [11, 17, 19, 24].

Any computer aided tool for time series modelling and analysis should consider a module for pre-processing,
that means a component to transform the data to be suited for some algorithm. As an example, sometimes is nec-
essary to remove the trend (by subtracting the fitted time series model from the original time series) and smoothing
the time series in order to stabilize the variance. For trend removing, also, can be used first-differencing between
consecutive values, filtering and trend identification. When stationary time series, for trend studying we can use
regression models, moving average models, autoregressive models (AR), autoregressive moving average models
(ARMA) and state-space models [23, 26]. In general, is necessary to select an appropriate model based on some
criteria ([23], pag. 178). To study adaptive AR and ARMA models the following algorithms can be used: the
Recursive Least-Squares algorithm (RLS) and the square-root RLS, the Extended Least-Square algorithm (ELS),
the Recursive Maximum Likelihood (RML) algorithm, stochastic gradient algorithms based on Gauss-Newton
method, Lattice type algorithms based on projection operators etc.

When studying time series in the frequency domain, spectral analysis is necessary to decompose a stationary
time series into a sum of components from an adequate function space. Let us mention the very used Fourier
transform (including the Fast Fourier Transform) and the spectrum estimation by parametric (Yule-Walker autore-
gressive method , Burg method), nonparametric (Periodogram and the Welch’s method), and subspace methods
(based on eigen-processing of the correlation matrix). Filtering is based on low, high or band pass filters. The ex-
tension of the cross-corelation method to the frequency domain is called cross-spectrum and it is useful for study
the relationship between any two time series, and estimate the coherency between the series.
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3 Wavelet-based time series modelling and analysis

According to [13], "wavelets are mathematical functions that cut up data into different frequency components
and then study each component with a resolution matched to its scale." The extension from Fourier analysis to
wavelet-base modelling and analysis is obtained by starting with the Harr function ψ , given by

ψ(x) =

⎧⎨
⎩

1, 0≤ x < 1
2

−1, 1
2 ≤ x < 1

0, otherwise

and called a mother wavelet because it is used to generate a large family of wavelets by means of dyadic dilations
and integer translations. If j is the dilation index and k is the translation index, then a complete orthonormal system
for L2(R) denoted by {ψ j,k, j,k ∈ Z} can be obtained if

ψ j,k(x) = 2 j/2ψ(2 jx− k).

However, a wavelet-based analysis is done using a scaling function φ(t) that satisfies an equation such as

φ(t) = ∑
k∈Z

ckφ(2t− k),

where the family φ(t− k)k∈Z forms an orthogonal set of functions.
A discrete method of finding a basis is needed because most data sets are values corresponding to a finite

number of discrete time points. Let us denote by N the number of observations and by J the integer number such
as N = 2J . If the observed values are denoted by X = (x(t0),x(t1), . . . ,x(tN−1))T , then the time series model can
be described as:

X(ti) =
J−1

∑
j=1

2 j−1

∑
k=0

d j,kψ j,k(ti)+ c0,0φ(ti),

using the so-called discret wavelet transform (DWT), where φ is the scaling function (father wavelet) associated
with ψ . The coefficients d j,k are given by d j,k = ∑i x(ti)ψ j,k(ti).

The above ideas can be used for the detection and estimation of the trend component of the time series. Other
wavelet tools (non-decimated wavelet transform, wavelet packets) are also very useful for time series modelling
and analysis as shown in [13, 18]. Following [14], let us mention the following advantages obtained by using
wavlet packets:

• Wavelet packets belong to well organized collections, and every collection is an orthogonal basis for L2(R).

• The best model can be selected by comparisons between at least two wavelet packet representations.

• A simple algorithm is available for supporting wavelet packets.

• Some classical wavelets are particular cases of wavelet packets (for instance the Daubechies’s orthogonal
wavelets).

>From these points of view, we ask for a wavelet-base modelling and analysis module to be considered for design
and implementation into the TJmes software. The piramidal algorithm will be implemented for obtaining DWT.

4 Soft computing techniques for time series modelling
and analysis

Soft computing is tolerant of imprecision, uncertainty, partial truth, and approximation. Fuzzy Logic and Prob-
abilistic Reasoning based on knowledge-driven reasoning, also called approximate reasoning, Neural Computing
and Evolutionary Computation as data-driven search and optimization approaches - are the principal constituents
of the soft computing field. These constituents, which are complementary rather than competitive, can be used in
time series modelling and analysis.

One approach in fuzzy time series prediction uses all available input-output data pairs in order to build a rule
base [1, 27]. Let us consider a fuzzy system with inputs (x0,x1, ...,xM−1), an output y, and N data points in the
training set. For systems having more inputs, the procedure will work in a similar manner. In order to create fuzzy
rules with fixed membership functions, five steps are necessary to be followed [27]:
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• Define the fuzzy partitions for the input and output variables.

• Generate one fuzzy rule for each input-output pair, and obtain an initial fuzzy rule-base.

• Calculate the membership degree D for each fuzzy rule belonging to the fuzzy rule-base created in the
previous step.

• Removing inconsistent and redundant rules [27] and, create the final fuzzy rule-base. A reliability factor
(RF) [15] can be computed for every set of K rules with the same antecedent part by the ratio K1/K, where
K1 is the number of redundant rules. In this manner, for each rule, an effective degree ED can be obtained as
in formula: ED = D∗RF . Finally, the rule-base will contain fuzzy rules with the largest effective degrees.

• Select the inference scheme and perform the fuzzy inference procedure [27]. Select a defuzzification scheme
to provide a crisp value as output. A variety of defuzzification schemes can be found in [27].

The simplest fuzzy rule-base has rules of the form IF X(t) is A THEN X(t+1) is B, where A and B are fuzzy
sets. However, the above approach can include more information in the antecedent part and complex rules can be
created. Another approach consists of exploring a nearest neighbour pattern for time-series forecasting in a fuzzy
manner, called the fuzzy nearest neighbour method [25].

Sometimes it is necessary to extract information from time series and use it in different statistical-based data
analysis. Let us mention the approaches given in references [4, 12, 20].

Let us mention also the usage of neural networks, genetic algorithms and hybrid soft computing approaches
for data discovery from time series. Neural networks [6], and combined neuro-fuzzy networks and genetic algo-
rithms [28, 29] are used for both univariate and multivariate time series modelling and analysis. A fuzzy-wavelet
prediction method is described in [22]. The following modules will be built-in TJmes software: time series data
base management, rule-base management and soft computing data mining.

5 A Java-based software tool for time series modelling
and analysis

The computer aided time series modelling and analysis, called TJMES (TiME serieS by Java), will implement
methods for processing large databases containing information that can be interpreted as time series. Computa-
tional statistical methods, wavelet-based algorithms and soft computing techniques will be availlable to the data
analyst in a user-friendly environment implemented completely in Java.

For non-stationarity testing, both formal methods (computer intensive) and Partial Autocorrelation Function
Charts (graphical statistics) will be implemented. A regression method can be used for processing the transformed
time series after the non-stationary elimination. A module for graphical representations will be designed and
integrated in TJmes

A time series file format will be designed based on XML specification in order to obtain full software interop-
erability. Also, the software tool will integrate an E-learning module to be used for on-line data mining lessons.

6 Summary and Conclusions

Time series are used for modelling and analysis of many real life phenomena. A platform independent software
tool for time series modelling and analysis is a requirement. In this project, we investigate the main approaches
on time series data mining and forecasting, and software requirements for a software tool useful for modelling,
analysis, and computer aided learning are established. The TJmes software is under development and preliminary
results will be available in short time.

Acknowledgements. These investigations were supported by UNESCO IT Chair at University of Oradea in the
framework of the "Advanced ITC Methodologies" research program.
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From Algorithms to (Sub-)Symbolic Inferences in Multi-Agent Systems

Boldur E. Bărbat, Sorin C. Negulescu

Abstract: Extending metaphorically the Moisilean idea of “nuanced-reasoning logic” and
adapting it to the e-world age of Information Technology (IT), the paper aims at showing that
new logics, already useful in modern software engineering, become necessary mainly for
Multi-Agent Systems (MAS), despite obvious adversities. The first sections are typical for
a position paper, defending such logics from an anthropocentric perspective. Through this
sieve, Section 4 outlines the features asked for by the paradigm of computing as intelligent
interaction, based on “nuances of nuanced-reasoning”, that should be reflected by agent
logics. To keep the approach credible, Section 5 illustrates how quantifiable synergy can
be reached - even in advanced challenging domains, such as stigmergic coordination - by
injecting symbolic reasoning in systems based on sub-symbolic “emergent synthesis”. Since
for future work too the preferred logics are doxastic, the conclusions could be structured in
line with the well-known agent architecture: Beliefs, Desires, Intentions.

Keywords: Nuanced-reasoning logic, Multi-Agent Systems, Sub-symbolic inferences, Stigmergic coordina-
tion, Synergy

1 Introduction. From Chrysippus, via Moisil, to Agent Logics

For over 40 years, determinism and bivalence of Chrysippean logic were the pillars of Computer Science;
likewise, algorithms were the backbone of computer programs, complying with their etymon: pro-gramma =
what is written in advance. They sufficed for both FORTRAN-like number crunching and COBOL-like business
data processing. When early real-time applications (firstly, operating systems) required less autistic programs,
algorithms tried to adapt and bizarre terms, such as “unsolicited input”, were coined to fit the incipient non-
determinism due to user free will. Bivalence not only survived, but also grew in importance strongly backed by
hardware. Indeed, in the early 70’s, the role of bivalent logic transcended the borders of narrow data processing,
penetrating “Computer-Aided x”, where x stays for almost any intellectual activity. Thus, “algorithmic reasoning”,
instead of being perceived as a side effect of “analogue humans loosing the battle with digital computers”, became
a paradigm in the very sense of Kuhn.
Emerging within this “digital Zeitgeist”, nuanced-reasoning [12] was too anti-paradigmatic to redress the balance
- at least in IT (besides, it was technologically useless, as most fascinating heresies). Only after the “PC-Windows-
WWW” revolution was this “nuanced” kind of fuzzy logic - developed by Zadeh as “computing with words” -
acknowledged as an alternative approach to software development (albeit seldom necessary).
On the other hand, after a decade of success stories, within artificial intelligence (AI) - the perpetual stronghold
of applied logics and symbolic processing -, expert systems (based on the Newell-Simon hypothesis) began to
disappoint, because of their brittleness (in all nuances of the word), showing the actual limits of the symbolic
paradigm. The reaction was prompt, overwhelming, and exaggerated: “GOFAI” (Good Old-Fashioned AI) has to
be replaced by “BIC” (Biologically Inspired Computing), based on sub-symbolic paradigms. The most nihilist and
powerful one, i.e. the ethological paradigm (based on the physical-grounding hypothesis), is, for good reasons, still
in vogue. However, paradoxically, new, “much nuanced” logics are already used in modern software engineering,
tending to become necessary mainly for non-trivial MAS, despite many, major, and obvious adversities.
The paper aims to: a) defend not just those logics but also the inexorable need of symbolic processing, even
in systems where intelligent behaviour emerges sub-symbolically (because of its synergistic potential); b) after
explaining why synergy, show how it can be reached. (That is why the title contains the unusual term “(Sub-
)Symbolic”.) Thus, after a short history (Section 2), the approach is rendered from an anthropocentric perspective:
the agent shall behave naturally (i.e., closer to human behaviour), not the opposite (Section 3). Through this
sieve, Section 4 outlines the features and symbolic mechanisms asked for by the paradigm of “computing as
intelligent interaction”, based on “nuances of nuanced-reasoning”. To keep the approach credible, Section 5
sums up recent research showing how quantifiable interparadigmatic synergy can be reached - even in advanced
challenging domains, such as stigmergic coordination - by injecting symbolic reasoning in systems based on sub-
symbolic “emergent synthesis”. Since for future work the preferred logics are doxastic, the conclusions (Section
6) - far from being apodictic - can be structured in line with the well-known agent architecture: Beliefs, Desires,
Intentions.



From Algorithms to (Sub-)Symbolic Inferences in Multi-Agent Systems 69

2 History. In Search of Synergy

The research roots are in over 20 papers/articles published in 1997-2002 and synthesised in [3]. After 2002
there are two history strands having the common denominator “looking for synergy in the world of humans and
agents”: � Stigmergic Coordination. After minor improvements in 2003, in [13] some (less quantifiable) synergy
was achieved deviating from the biological model applied in the Elitist Ant Systems by adding symbolic processing
components (firstly adapting the environment and secondly instituting limited central coordination). In [7] a refined
experimental model attested that in operational research, through “stigsynergy” the same solution quality could
be reached with fewer ants than used in common benchmarks, saving thus at least one order of magnitude of
processing time. � Human-Agent Communication. User-avatar interaction was illustrated in medical captology,
employing pathematic agents as virtual therapists [4]. The framework was widened (in the context of broadband
communication) to any anthropocentric interface in [5], focusing on the languages enabled by modern multimodal
interfaces. On a more abstract level, [6] showed how trans-disciplinary metaphors, applied in communication
procedures, can help humanists and technologists get close.

3 Approach. Towards Natural Behaviour of Artificial Entities

Two perspectives guide the approach: anthropocentric systems, as non-negotiable goal, and agent-oriented
software engineering (AOSE), as amendable means - depending on long-range effectiveness. (Anthropocentrism
means focusing on the human being as user, beneficiary, and, ultimately, raison d’être of any application or, more
general, technology [5]. Here, “anthropocentric” is synonymous to “human-centred”). The premises are:

• A. Regarding the goal: � Despite their fast rising technological level, most IT applications involving intense
human-computer interaction (HCI) have low degree of user acceptance, ignoring the very slogan: “comput-
ing as interaction” [1]. � That drawback holds mainly for AI systems, widening the gap between humanists
and technologists. � The main cause: system development is rather technocentric than anthropocentric. �
The main neglected human features are: 1�) Invariants: humans are intrinsically analogue in information
processing and multimodal in perception. 2�) Prevalent in HCI: humans prefer symbolic communication
but sub-symbolic response.

• B. Regarding the means: � The IT infrastructure is sufficiently advanced (in both facts and trends: nanoelec-
tronics, broadband communication, semantic web, multimodal interfaces, etc.) to allow anthropocentrism
for most IT applications. � Intelligent system behaviour - whatever that could mean - becomes a crucial
user expectation. Regrettably, in AI neither technology, nor design philosophy were yet able to offer it in
a user-relevant manner. � Nevertheless, agent technology, as AI flagship, proved to be a significant step
towards user acceptance. � AOSE is not bounded to AI, but tends to become the dominant IT development
paradigm [11], [15].

While the first premises in each category are generally accepted, the last ones are debatable (e.g., A4b is rather an
“author thesis” and B4 is strongly contested by object-oriented designers). The corollaries relevant for the paper
are:

• C1. The geometrically increasing computing power (due to Moore’s law) promotes at least five factors
tending to reduce radically the role of any species of logic in IT - at least for applications affordable on
usual configurations: 1�) Since deterministic applications are vanishing, the conventional algorithm is not
anymore program backbone. 2�) Even when still useful, the conventional algorithm is not anymore the main
programming instrument (being hidden in procedures easily reached in a host of libraries or being generated
by 4GL). 3�) In AI the symbolic paradigm is steadily replaced by several sub-symbolic ones, based on
fine-grain parallelism. 4�) Even when symbols are used, they are stored in and retrieved from huge and
cheap memory, rather than processed through sophisticated reasoning schemes (case-based reasoning is just
a blatant example). 5�) Cognitive complexity of new, sophisticated logics is too high for a designer, when
“cut and try” is affordable.

• C2. The rules for human-agent interaction can and should be set by users (at least while we have the
Demiurgic privilege of shaping agents as we like it!): 1�) Since interaction is carried out through the
interface, anything behind it is user-irrelevant. 2�) Since natural and artificial intelligence encounter at
interface level, they shall join, not collide. 3�) To join closer to human demeanour, users should engage
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interface agents as naturally as possible. 4�) Hence, let agents behave more and more naturally (e.g., it is not
difficult to go beyond gestures to show emotivity, since not emotion has to be replicated, but its appearance
- firstly forged, later more genuine [5]). 5�) Since interaction involves communication, the communication
procedures (the term “procedures” is here a prudent, albeit partial, place holder for “language” or, even,
“empathy”) must be those humans are familiar with (e.g., body language can and shall be added to verbal
messages). 6�) Since beside how to communicate (the vehicle), it is vital what (the message), beyond the
procedures, there must be a representational compatibility between humans and agents (expressed through
common ontologies, primitive surrogate of a yet impossible common “Weltanschauung”).

If regarding C2.1-C2.4, the blend “symbolic/sub-symbolic” is unclear, C2.5 implies symbols, whereas C2.6 is
stronger, implying symbolic inferences. At least some of them shall be based on logic(s).
For short, acknowledging the decline of logic (because of C1), its necessity is asserted (in line with C2). Anyway,
the role of desirable features of new logics could be credibly defended - outside large-scale systems, were the
proof is futile - only comparing diverse implemented MAS designed with or without employing such logics.
Because of C1.5, this is impractical. To weaken this main approach drawback, the argument is split to render
two complementary paths, both based on the idea that the blend “symbolic/sub-symbolic” yields synergy: a)
axiological perspective: why and what symbolic processing (Section 4, closer to a position paper); b) praxiological
perspective: how can symbolic processing be added in experimental sub-symbolic models (Section 5, closer to a
technical report).

4 Nuances of Nuanced-Reasoning in Human-Agent Dialogue

It would be both arrogant and absurd if authors lacking educational background in both mathematics and logic
would utter value judgments in these fields. Hence: � Without claiming that Moisil actually attached to “nu-
anced” other connotation than “fuzzy”, bearing in mind his gifted baroque way of catalysing brainstorming, it is
legitimate to use undertones of three (partial) synonyms - “degree”, “gradation (sequence, development)”, “fine
distinction” - as metaphor sources. � All assertions about existing or desirable logics mirror the angle of potential
users of such logics, mainly in interface agents and MAS based on stigmergy. They convey “calls for help”, not
requests, and are uttered as desires. � Since, as regards logics dealing with agent-related aspects, for many basic
AOSE requests, Fisher’s logic [9] seems for a non-specialist by far to be the most responsive and appropriate, all
desiderata below refer to it.

� Diversified inferences. Smith’s propositional-representation theory should be: a) revisited and thoroughly
extended; it shall include all main mechanisms (symbolic or not) employed by humans to infer and to make deci-
sions (even “right-hemisphere based” processes, as educated guess, intuition or gambling); b) applied, depending
on the sub-field; such mechanisms should be replicated - as “omomorph”, as adequate (not as possible!) - in agent
decision making schemata. If all of them would reach the elegance and dependability of logic, it would be nice, but
let it be yet a kind of “princess lointaine”, because in real-world systems most concepts involved tend to become
blurred. For instance, even metalogic is now nuanced: soundness remains crucial (still - apart from time-critical
applications - it can be circumvented through revisable reasoning); completeness is more negotiable (the oversim-
plified solution: “otherwise, nothing happens”).
� “More time for agents”. Nowadays, any software piece unable to interact efficiently with unpredictable en-
vironments (humans included) and with its peers is hardly useful outside toy-problems. That means: parallelism,
temporal dimension, non-determinism, reactivity. Corollary: any such program entity has to be implemented as
execution thread (atomic, sequential, asynchronous and dynamic) [3]. To develop into an agent, the thread needs
also non-trivial informational and motivational components. (However, the “dynamic component” is a treble con-
fusing term: a) it is not a component but the very agent nature; b) the “sense of time” refers to much more than
activity - e.g., “waiting” is rather inactivity; c) “dynamic activity” sounds pleonastic from any stance.).
� No “start” and no “synchronous agents”. If for e-commerce, it is conceivable to consider that the entire
world restarts with each transaction, for process control (even for discrete manufacturing) such eternal re-birth is
practically excluded. Moreover, it is against the very spirit of: a) the (still dominant) “client-server” paradigm (the
tailor is not spawned every time a client needs new clothes); b) real-time software engineering (to react timely
to environment stimuli, the thread must exist to handle the interrupt); c) agency itself: the basic feature of au-
tonomy (implying asynchronous behaviour) is endangered. Luckily, current timers permit a “fine-grain universal
metronome”, avoiding the costly implication: “asynchronously executing agents → temporal logic of the reals”.
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Thus, “asynchronously executing agents” should be perceived as pleonasm, despite their logic is still based upon a
discrete model of time, with both infinite past and future. (In real-world MAS, there is no “Big-Bang”.)
� No “negative introspection”. Unable to comment upon the advantages of ideal doxastic logics outside large-
scale MAS, the authors feel that positive introspection is highly desirable but that assuming the negative one is
ineffective for both agents and humans. Thus, if it makes sense and simplifies the features, maybe KD4, not
KD45.
� No more certitude. Less checking. Until agent logics offer mechanisms to deal with uncertainty, at least, in
simple expressions, the “ugly chasm” separating formal theory and practical system development [9] cannot be
avoided. Just a plain example of a badly needed such mechanism: exception handling. Even primeval animals
move “algorithmically” (“if gap then get round, else go on”) only a few steps, in very hostile environments. More-
over, reaction to stimuli cannot mean perpetual looking for the stimulus. (Instead, the stimulus causes an interrupt
that can be treated as exception.) The cardinal hindrance stems not from logic, but from the mechanisms employed:
neither nature, nor technology can afford in the long run mechanisms involving large amount of testing because
they are too time-consuming tools: “if temperature > n oC then alarm”. Thus, the main problem is not the seman-
tics of “unless”, but the repeated checking of “if”. From this angle, the semantics of “unless” in Reiter’s default
logic would be more tempting if it would be rather diachronic than synchronic (a bird is or is not a penguin but will
never become one). However, a kind of M operator meaning roughly “while no alarm is heard it is consistent to
believe that nothing happened”. Indeed, the agent is condemned to be a risk-taker, hearing (reactively) the environ-
ment, not listening (proactively) to it: the agent stops performing a task only if he hears the alarm bell. The point
is that this “if” belongs to the metalanguage and does not involve thermometer reading! Perhaps a non-monotonic
logic with “Reiter-unless” inserted in a temporal logic with “Fisher- unless” is what designers dream of. (Since
dreams are forward-thinking, maybe more: a graphical “flowchart-like” symbol of this M shall be understood by
an interpreter of an “AOSE-ML” -without “object legacy” - that can create code for defining, raising, propagating,
and handling exceptions.

5 Down to Ants: Synergy, Stigmergy, AND Symbols

Since as regards stigmergic coordination the research was recently summarised in [7], [8], [13] and the current
results are presented in [7], here, only the approach and some relevant aspects of achieving synergy through
grafting symbolic processing onto sub-symbolic systems are emphasised. The AND written in capitals emphasises
the similarity with the synonymous boolean operator, i.e. synergy is searched for in all possible combinations.
The MAS that relies on sub-symbolic processing more than any other is the biologically inspired Ant System
(AS) where the sub-symbolic echelon is represented by the pheromones in such a way that global information is
available locally. Moreover, this system is not only sub-symbolic by itself but it also manifests autopoiesis (it
emerges subsymbolic) and the trouble to understand what is in fact going on at system level, is less upsetting
than in the case of more familiar sub-symbolic paradigms (as artificial neural networks or evolutionary algorithms)
since ant behaviour is easier to follow due to its simplicity.
The stigmergy related to MAS, “describes a form of asynchronous interaction and information exchange between
agents mediated by an ‘active’ environment”, or “the production of certain behaviour in agents as a consequence
of the effects produced in the local environment by previous behaviour”. In this context: “the agents are simple,
reactive, and unaware of other agents or of the emerging complex activities of the agent society; the environment is
an important mechanism to guide activities of these agents and to accumulate information about ongoing activities
of the whole agent society” [13].
Whereas in [2], [10], [14], the approach was mainly based on self-organization, the approach is an alternative
one by obtaining synergy through adding symbolic processing (firstly adapting the environment and secondly
instituting limited central coordination). As shown in [7], the AS manifests a threshold and it depends on problem
type and complexity; the same solution quality can be obtained with fewer ants than used in common benchmarks,
saving thus at least one order of magnitude of processing time.
Details can be found in [13] (improvements to conventional EAS), [8] (motivation, approach and new perspective),
and [7] (experimental results about moving the threshold - in fact modifying the sigmoid function to improve
efficiency). Possible scientific openings - e.g. whether in real-life problems there are instances when “many starts
from four” - can be found also in [7].
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6 Conclusions: Beliefs, Desires, Intentions

The conclusions are presented within the BDI frame not just to keep up the atmosphere, but because: a) the
conclusions are far from being apodictic and the logics preferred for MAS are doxastic; b) using the meanings
given by Smets, the belief functions have rather dispersed values, and the plausibility functions have quite low
values for Section 4 and some assertions of Section 3; c) the largest part of Section 3 is actually a gathering of
desires; d) intentions is more humble than “future work”; d) if we intend to interact keener with agents, we have to
make steps towards common ontologies - preferably based on success stories.
� Beliefs: � Despite the fall of conventional algorithms and the fast rise of sub-symbolic paradigms, symbolic
processing is unavoidable in AOSE and agent logics become necessary even outside large-scale systems. � An
essential problem in designing agents is implementing their reactivity; main cause: current development environ-
ments admit rather very poor exception handling. � Even MAS based on the most radical sub-symbolic paradigm
(stigmergy being “a-symbolic” par excellence), become more effective grafting upon symbolic processing. � Tak-
ing into account the increasing weight of MAS acting as man-machine systems, the anthropocentric perspective
requires that human-agent communication should be the model for agent-agent communication. � Although the
brains-surrogate of current agents is still primitive, it shall have two hemispheres, as human do. The left hemi-
sphere, where logic is king, is designed predominantly to implement pro-activeness, whereas the right one, as
realm of its instincts, emerges sub-symbolically, and is the main source of reactivity (again, similar to humans).
� Desires: They are addressed to future agent logics, from an outsider (but outspoken AOSE) perspective: �
Tackle neglected problems common to all kinds of agent-based systems (dwarfs and trolls welcomed). � Give us
sectorial solutions. They are just fine to begin with. Completeness - in its polysemy - can follow. (If the MAS
is sound, nobody minds if agents manifest a bit of schizophrenia.) � Don’t give us sectorial approaches. They
are less applicable (e.g., time without uncertainty or vice versa). � Let MAS be lasting, even if some agents are
mortal. � Don’t condemn MAS to act synchronously. Both environment and users are too capricious to accept
it. (Instead, we promise to be happy with discrete time.) � Don’t sentence us to perpetual testing. To rephrase
Dijkstra: (the condition in) if is harmful. (Allow us to handle exceptions, and we promise not to exaggerate elimi-
nating all “iffs”.) � Help us pass the mental Rubicon separating objects from agents. (No agent is fond of being
considered “intelligent and responsive like an object”.)
� Intentions: � As regards stimergic coordination, the intentions are those states in [7]: for short, increasing
“stigsynergy”. � Showing how agent reactivity can be significantly improved, through exception-driven mul-
timodal interfaces. � Trying dialectics as inference mechanism for negotiation strategies used by e-commerce
agents.
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Optimal Piecewise Smooth Interpolation of Experimental Data

Alexandru Mihai Bica, Mircea Curilă, Sorin Curilă

Abstract: The notions of optimal piecewise smooth interpolation and oscillation of inter-
polation type are introduced. This notions are used and illustrated on some cubic piecewise
smooth interpolation procedures and on some cubic splines. It is obtained a cubic spline of
interpolation having minimal quadratic oscillation in average, as an application of the least
squares method.

Keywords: piecewise smooth interpolation, optimal smooth approximations, oscillation of interpolation type,
quadratic oscillation in average.

1 Introduction

Definition 1. Let Δ ∈ Div[a,b],
Δ : a = x0 < x1 < ... < xn−1 < xn = b,

and y = (y0, y1, ..., yn) ∈ Rn+1. Let L( f ) : [a,b] −→ R, a function which interpolate the points (xi,yi), i = 0,n,
that is, L( f )(xi) = yi, ∀i = 0,n. We say that the interpolation realized by L( f ) is optimal if there exist k ∈ N and
a functional Jy,Δ : Ck[a,b]−→ R, such that for given Y ⊆Ck[a,b] we have,

Jy,Δ (L( f )) = min{Jy,Δ (g) : g ∈ Y, g(xi) = yi, ∀i = 0,n}.

Such optimal cubic splines.can be found in [7], where Y = C2[a,b] and Jy,Δ (g) =
b∫
a

g′′ (x)dx.

Now, we present another way to obtain optimal smooth interpolation. The notions of oscillation of interpolation
type and quadratic oscillation in average, introduced here, is proper for any interpolation functions. Consider an
interval [a,b] and a division Δn ∈ Div[a,b] of this interval,

Δn : a = x0 < x1 < ... < xn−1 < xn = b. (1)

Let hi = xi− xi−1 and Ii = [xi−1,xi], ∀i = 1,n . Let yi ∈ R, i = 0,n and y = (y0, ...,yn). For each i = 1,n we define
Di : Ii −→ R, by

Di(x) = yi−1 +
yi− yi−1

hi
· (x− xi−1), ∀x ∈ Ii. (2)

The graph of Di is the line joining the points (xi−1,yi−1) and (xi,yi).
We construct D(y) : [a,b]−→R, such that D(y)(x) = Di(x), ∀x∈ [xi−1,xi], ∀i = 1,n. It is easy to see that the

graph of D(y) is the polygonal line interpolating the points (xi,yi), i = 0,n. For any i = 1,n, let Di (y) : [a,b]−→R,
defined by

Di (y)(x) =

⎧⎨
⎩

0, x < xi−1

Di(x), x ∈ [xi−1,xi]
0, x > xi.

(3)

Let f : [a,b] −→ R, continuous such that f (xi) = yi, i = 0,n and denote by fi, the restriction of f to the
interval [xi−1,xi] for any i = 1,n. For any i = 1,n we define fi : [a,b]−→ R, by

fi(x) =

⎧⎨
⎩

0, x < xi−1

fi(x), x ∈ [xi−1,xi]
0, x > xi.

(4)

Definition 2. A function Jy,Δ : C[a,b] −→ R, is oscillation of interpolation type corresponding to the division
Δ ∈ Div[a,b] and to y = (y0, y1, ..., yn) ∈ Rn+1, if for any f ∈C[a,b] having f (xi) = yi, ∀i = 0,n, the following
properties holds :
(i) ( positivity ) : Jy,Δ ( f )≥ 0, ∀ f ∈C[a,b] and

Jy,Δ ( f ) = 0⇐⇒ f = D(y) ,



Optimal Piecewise Smooth Interpolation of Experimental Data 75

(ii) ( absolute homogeneity )

Jy,Δ(α · f ) = |α| · Jy,Δ( f ), ∀α ∈ R∗, ∀ f ∈C[a,b]

(iii) ( monotony ) : the following implication is true :∥∥ fi−Di
∥∥

C ≤
∥∥gi−Di

∥∥
C , ∀i = 1,n =⇒ Jy,Δ ( f )≤ Jy,Δ (g) , ∀ f ∈C[a,b],

where, ‖·‖C is the Chebyshev’s norm for bounded functions.

Definition 3. ( see [2])The quadratic oscillation in average corresponding to Δn and y = (y0, y1, ..., yn), is the
function

ρ( f ;Δn,y) : C[a,b]−→ R, (5)

defined by

ρ( f ;Δn,y) =

√√√√√ b∫
a

(
n

∑
i=1

[ fi(x)−Di (y)(x)]2)dx, (6)

where, fi and Di (y) are as above.

Remark 1. We see that ρ( f ;Δn,y)≥ 0, ∀ f ∈C[a,b] with f (xi) = yi, ∀i = 0,n and ρ( f ;Δn,y) = 0⇐⇒ f = D(y) .
Moreover,

ρ(α · f ;Δn,α · y) = |α| ·ρ( f ;Δn,y), ∀α ∈ R∗, ∀ f ∈C[a,b]

and ∥∥ fi−Di
∥∥

C ≤
∥∥gi−Di

∥∥
C , ∀i = 1,n =⇒ ρ( f ;Δn,y)≤ ρ(g;Δn,y).

Therefore, the quadratic oscillation in average is a oscillation of interpolation type corresponding to the division
Δn ∈ Div[a,b].and to y = (y0, y1, ..., yn). Since,

ρ( f ;Δn,y)≤
√

n(b−a) · ‖ f −D‖C

we infer that minimizing the quadratic oscillation in average, we will minimize the distance between the function
f and the polygonal line. Consequently, will be minimized the oscillations of f on [a,b].

Since,

[ fi(x)−Di(x)]2 =

⎧⎨
⎩

0, x < xi−1

[ fi(x)−Di(x)]2, x ∈ [xi−1,xi]
0, x > xi.

, ∀i = 1,n

we infer that the function given on [a,b] by the sum,
n
∑

i=1
[ fi(x)−Di(x)]2 is Riemann integrable on [a,b].

Remark 2. We can attach the notion of quadratic oscillation in average to any interpolation functions : Lagrange
polynomial, Hermite polynomial, Birkhoff lacunary interpolation polynomial (see [11]), spline function of inter-
polation with any degree ≥ 2 (see [7], [8] and [10]), piecewise Hermite polynomial interpolation (see [1], [7] and
[9]) and others.

2 Examples of optimal piecewise smooth interpolation

1. In [7], for the cubic spline generated by two point boundary conditions, s : [a,b] −→ R, with

s′′ (a) = s′′ (b) = 0, we have Y =C2[a,b] and Jy,Δ : C2[a,b]−→R, Jy,Δ (g) =
b∫
a

g′′ (x)dx. It is proved that s realize

optimal smooth interpolation of the data (xi,yi), i = 0,n, since,

Jy,Δ (s) =
b∫

a

s′′ (x)dx = min{Jy,Δ (g) : g ∈C2[a,b], g(xi) = yi, ∀i = 0,n}.
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Moreover, in [2] it is obtained the cubic spline generated by initial conditions, which realize optimal smooth
interpolation in the same way as above, for the same functional Jy,Δ and Y = C2[a,b].

2. The quadratic oscillation in average is used in [2] to obtain the cubic spline s : [a,b] −→ R, having
minimal quadratic oscillation in average and the restriction to each subinterval [xi−1,xi], i = 1,n as :

si(x) =
1

6hi
(Mi−Mi−1)(x− xi−1)3 +

Mi

2
(x− xi−1)2 +mi(x− xi−1)+ yi−1, (7)

∀x ∈ [xi−1,xi], where hi = xi− xi−1 ∀i = 1,n. The functions si, i = 1,n, are determined solving the initial value
problems : ⎧⎨

⎩
s′′i (x) = Mi + 1

hi
(Mi−Mi−1)(x− xi−1)

si(xi−1) = yi−1

s′i(xi−1) = mi−1,

(8)

where Mi = s′′i (xi). Since s ∈C2[a,b], the conditions s(xi) = yi, s′(xi) = mi, i = 1,n, lead to the relations :{
Mi = 6

h2
i
· (yi− yi−1)− 6mi−1

hi
−2Mi−1

mi = 3
hi
· (yi− yi−1)−2mi−1− Mi−1hi

2

, i = 1,n. (9)

From these relations we infer that mi, Mi, i = 1,n, are uniquely determined starting by y0, y1, ..., yn, m0 and
M0. Then, in [8] it is proved that the cubic spline is uniquely determined by y0, y1, ..., yn, m0 and M0. In [2] are
determined the values m0 and M0 such that s to have minimal quadratic oscillation in average, using the least
squares method. Here, in the sense of Definition 1, the set Y ⊆C2[a,b] is,

Y = {g ∈C2[a,b] : gi = g |[xi−1,xi], gi (x) = Ai (x) ·ui +Bi (x) · vi +(x− xi−1) ·wi + yi−1, i = 1,n}

for given yi−1,

Ai (x) =− 1
6hi
· (x− xi−1)3, Bi (x) =

1
6hi
· (x− xi−1)3 +

1
2
· (x− xi−1)2,

and the functional is Jy,Δn : C2[a,b]−→ R,

Jy,Δn (g) =
b∫

a

(
n

∑
i=1

[ fi(x)−Di (y)(x)]2)dx,

where, Di (y) and fi are as in (3) and (4).
3. Other use of the quadratic oscillation in average to obtain optimal cubic piecewise smooth interpolation

can be found in [3] and [4]. Analogous, in [3] are determined y′i, i = 0, i = 1, i = n−2,n for which the Akima’s
method of piecewise smooth interpolation became optimal for the interpolation function F : [a,b] −→ R, having
the restrictions to the intervals [xi−1,xi], i = 1,n,

Fj (x) =
(xi− x)2 · (x− xi−1)

h2
i

· y′i−1−
(x− xi−1)

2 · (xi− x)
h2

i

· y′i+

+
(xi− x)2 · [2(x− xi−1)+hi]

h3
i

· yi−1 +
(x− xi−1)

2 · [2(xi− x)+hi]
h3

i

· yi,

where, hi = xi−xi−1. Here, y′i, i = 2,n−3 are calculated by the Akima’s procedure (see [1] and [7]). In [4], using
the least squares method, is obtained the piecewise smooth interpolation function (constructed for the first time
in [9]) with minimal quadratic oscillation in average. In [3] and [4], the functional Jy,Δ is defined on C1[a,b] and
minimized on different subsets Y ⊂C1[a,b].

3 Main result

Let Δ ∈ Div[a,b],
Δ : a = x0 < x1 < ... < xn−1 < xn = b
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and y = (y0, ...,yn) ∈ Rn+1. Let hi = xi − xi−1, i = 1,n. Consider the cubic spline from [7], s : [a,b] −→ R,
s ∈ C2[a,b], interpolating the points (xi,yi), i = 0,n, and having the restrictions si, i = 1,n, to the subintervals
[xi−1,xi] of the division Δ,

si (x) =

[
(x− xi−1)

3

6hi
− hi (x− xi−1)

6

]
·Mi +

[
(xi− x)3

6hi
− hi (xi− x)

6

]
·Mi−1+

+
xi− x

hi
· yi−1 +

x− xi−1

hi
· yi

notation= Ai (x) ·Mi +Bi (x) ·Mi−1+

+Ci (x) · yi−1 +Ei (x) · yi, ∀x ∈ [xi−1,xi], ∀i = 1,n.

Let Di, i = 1,n as in (2). We can see that we have,

b∫
a

(
n

∑
i=1

[si(x)−Di (y)(x)]2)dx =
n

∑
i=1

(
b∫

a

[si(x)−Di (y)(x)]2dx) =
n

∑
i=1

xi∫
xi−1

[si(x)−Di(x)]2dx.

Therefore, the quadratic oscillation in average ρ( f ;Δn,y) from Definition 3 can be defined as well as by the formula
:

ρ( f ;Δn,y) =

√√√√√ n

∑
i=1

xi∫
xi−1

[ fi(x)−Di(x)]2dx.

Since s ∈C1[a,b] and

s′i (x) =
Mi · (x− xi−1)

2−Mi−1 · (xi− x)2

2hi
+

yi− yi−1

hi
− hi (Mi−Mi−1)

6

∀x ∈ [xi−1,xi], ∀i = 1,n, the smoothness conditions s′i (xi) = s′i+1 (xi) , ∀i = 1,n−1 lead to the n−1 relations,

hiMi−1

6
+

hi +hi+1

3
·Mi +

hi+1Mi

6
=

yi+1− yi

hi+1
− yi− yi−1

hi
, ∀i = 1,n−1. (10)

The relations (10) obtained on the interior knots xi, i = 1,n−1 fix the values Mi, i = 1,n−1. Therefore, we
will consider the residual with M0 and Mn as variables,

R(M0,Mn) =
n

∑
i=1

xi∫
xi−1

[si(x)−Di(x)]2dx.

Theorem 1. There exist unique Mi, i = 0,n which minimize the quadratic oscillation in average ρ(s;Δn,y) =√
n
∑

i=1

xi∫
xi−1

[si(x)−Di(x)]2dx. Moreover, if f ∈C4[a,b] then the error estimation is :

‖ f − s‖C ≤ [
∥∥ f ′′

∥∥
C +max{Mi : i = 0,n}] ·h2 +m ·h,

where, m > 0 is an upper bound of {| f ′ (xi)−mi| : i = 0,n} and h = max{hi : i = 1,n}. Consequently, s realize an
optimal piecewise smooth interpolation.

Proof. By the least squares method we consider the system

∂R
∂M0

= 0,
∂R
∂Mn

= 0

that is, ⎧⎪⎪⎨
⎪⎪⎩

∂
∂M0

x1∫
x0

[s1(x)−D1(x)]2dx = 0

∂
∂Mn

xn∫
xn−1

[sn(x)−Dn(x)]2dx = 0
⇐⇒



78 Alexandru Mihai Bica, Mircea Curilă, Sorin Curilă

⇐⇒

⎧⎪⎪⎨
⎪⎪⎩

M0

x1∫
x0

[A1 (x)]2dx+M1

x1∫
x0

A1 (x)B1 (x)dx = q1

Mn−1

xn∫
xn−1

An (x)Bn (x)dx+Mn

xn∫
xn−1

[Bn (x)]2dx = q2

, (11)

where,

q1 =−
x1∫

x0

A1 (x) · [C1 (x) · y0 +E1 (x) · y1−D1 (x)]dx

q2 =−
xn∫

xn−1

Bn (x) · [Cn (x) · yn−1 +En (x) · yn−Dn (x)]dx.

The system (11) is, after elementary calculus,⎧⎨
⎩

2
9 h1M0 + 1

4 h1M1 = 35
6h1
· (y1− y0)

1
4 hnMn−1 + 2

9 hnMn = 35
6hn
· (yn− yn−1)

.

Together with the relations (10), we obtain the system,⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2
9 h1M0 + 1

4 h1M1 = 35
6h1
· (y1− y0)

hiMi−1
6 + hi+hi+1

3 ·Mi +
hi+1Mi

6 = yi+1−yi
hi+1

− yi−yi−1
hi

, ∀i = 1,n−1

1
4 hnMn−1 + 2

9 hnMn = 35
6hn
· (yn− yn−1)

for which it is easy to prove that have unique solution (M0, ...,Mn). Moreover, the Hessian matrix of R(M0,Mn) is
: ⎛

⎜⎜⎝
2

x1∫
x0

[A1 (x)]2dx 0

0 2
xn∫

xn−1

[Bn (x)]2dx

⎞
⎟⎟⎠

and then the residual R(M0,Mn) became minimal. These lead to minimal quadratic oscillation in average. Let
arbitrary x ∈ [a,b]. Then there exist i = 1,n such that x ∈ [xi−1,xi]. Consequently,

| f (x)− s(x)|= | f (x)− s(x)− (s(xi)− f (xi))| ≤
x∫

xi−1

∣∣ f ′ (t)− s′ (t)
∣∣dt ≤

≤
x∫

xi−1

[
∣∣ f ′ (t)− f ′ (xi−1)

∣∣+ ∣∣ f ′ (xi−1)−mi−1
∣∣+ ∣∣s′ (xi−1)− s′ (t)

∣∣]dt.

We have, ∣∣ f ′ (t)− f ′ (xi−1)
∣∣≤ ∥∥ f ′′

∥∥
C · |t− xi−1| ≤

∥∥ f ′′
∥∥

C ·h, ∀i = 1,n.

The derivatives f ′ (xi−1) on the knots can be obtained using the classical numerical derivation formulas ( see [6] ).
For instance, ∣∣ f ′ (x0)− y′0

∣∣≤ 1
6h′
· ∣∣−11y0 +18y1−9y2 +2y3− y′0

∣∣+ h′′3

4
·
∥∥∥ f (4)

∥∥∥
C

= d0,

where, h′ = min{hi : i = 1,3} and h′′ = max{hi : i = 1,3}. Similar estimations can be obtained on the other knots,∣∣ f ′ (xi)− y′i
∣∣≤ di, ∀i = 1,n.

Let m = max{di : i = 0,n}. Then, | f ′ (xi−1)−mi−1| ≤ m, ∀i = 1,n.
On the other hand, since s ∈C2[a,b], we have,∣∣s′ (xi−1)− s′ (t)

∣∣≤ ∥∥s′′
∥∥

C · |t− xi−1| ≤
∥∥s′′
∥∥

C ·h, ∀i = 1,n.
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Morover, ‖s′′‖C = max{Mi : i = 0,n}. Follows that,

‖ f − s‖C = max{| f (x)− s(x)| : x ∈ [a,b]} ≤
x∫

xi−1

[
∥∥ f ′′

∥∥
C ·h+m+max{Mi : i = 0,n} ·h]dt

≤ [
∥∥ f ′′

∥∥
C +max{Mi : i = 0,n}] ·h2 +m ·h.

Finaly, we can mention that the above techniques can be followed to obtain varies examples of optimal piece-
wise smooth interpolation.

The present paper is a continuation of the cooperation of the authors in the interpolation procedures applied in
image processing, some of the results being published in [5].
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Alternative Solutions toward IPv4/IPv6 Multicast

Tudor Mihai Blaga, Virgil Dobrota, Gabriel Lazar, Bogdan Moraru

Abstract: The paper presents one alternative solution for IPv4 multicast: CastGate. This
technology provides seamless access to multicast content through auto-tunneling. It is in-
tended as a transition step toward native multicast, that will lead to a increase in the number
of multicast users. Alternative technologies offer solutions for problems which are not ad-
dressed by the native multicast model. The proposed enhancements refer to adding PIM-SM
support and to the possibility of migrating from IPv4 to IPv6 multicast on CastGate architec-
tures.

1 Introduction

IP multicast is a Network Layer mechanism to support applications where data needs to be sent from a source to
multiple receivers (point-to-multipoint). The applications based on this concept could be for instance conferencing
systems, software updates and on-demand video distribution. A major benefit of using multicast is the considerable
decrease of the network and server load. It reduces the number of packets sent when the destination is a group of
nodes.

Traditionally streaming media content is offered using unicast. In this case, the bandwidth requirements in-
crease linearly with the number of receivers. Also the load on the servers increases. If multicast is used the media
content is sent only once, so the bandwidth is independent of the number of users. This could benefit ISPs and
content providers.

The issues regarding multicast deployment or rather the lack of multicast deployment are discussed in [1, 2]
and [3]. Basically there are technical reasons and marketing reasons. An interesting point, the so called “three-
fold” deadlock [4], is made by the creators of CastGate. Three parties are involved in this situation, ISPs, content
providers and customers. The complexity of the protocols involved, the limitations and lack of customer demand
have led to the development of several proposals for alternative group communication services (AGCS) [1]. Some
make use of tunneling like UMTP [5], overlay multicast like Narada [3] or group specific routing services like
Xcast [6].

There are two aspects to native multicast, the host management part and the creation of multicast distribution
trees. The first part is done by IGMP [7] for IPv4 and MLD [8] for IPv6, while multicast routing protocols are
used to create the distribution trees. PIM (Protocol Independent Multicast) is a multicast routing protocol that
is independent of the mechanisms provided by any unicast routing protocol. It requires some unicast routing
protocols (such as RIP or OSPF) to determine the network topology and the topology changes. PIM is not a single
multicast routing protocol, it has two different modes: PIM-DM (Dense Mode) and PIM-SM (Sparse Mode).

PIM-SM assumes that each receiver has to explicitly join a multicast tree if it wants to receive multicast packets.
It creates a core-based tree with a shared root called RP (Rendez-vous Point). The RP is responsible for forwarding
all packets destined for the multicast group. Each group has a single RP at any given time, but one RP can serve
multiple groups. PIM-SM provides a method for switching to the shortest-path tree, if a certain threshold on a leaf
router is exceeded.

2 Alternative Multicast Technologies: CastGate

The CastGate technology is the result of work by the Digital Telecommunications (TELE) research group of
the ETRO department at the Vrije Universiteit Brussel. It provides seamless access to multicast content through
the use of auto-tunneling [9]. It is intended as a transition technology that will lead to an increase in the number of
multicast users, thus forcing ISPs to consider deploying native multicast. It uses a modified version of the UMPT
(UDP Multicast Tunneling Protocol) called Enhanced UMTP.

The basic CastGate architecture (Figure 1) consists of three parts: CastGate Tunnel Client (TC), CastGate
Tunnel Server (TS) and CastGate Tunnel Database Server (TDS). The database contains information about all the
available TSs. Multiple TDSs form what is called a Hierarchical Tunnel Database (HTD). The TS is to be found
in the multicast part of the Internet, where it terminates one end of the tunnel. The TC is located at the client side,
where it terminates the other end of the tunnel. It will ask the HTD for a list of TSs. The TC informs the chosen
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Figure 1: CastGate Client

TS of the multicast group it wants to receive traffic for, and the TS will tunnel the data to the client. The TC can
be integrated in a multicast application or it can be a Java applet which runs in a web browser. In either situation,
the operation is transparent to the end user. From the client’s point of view it is as good as native multicast.

Figure 2: CastGate Router

CastGate Router is a result of the further development of CastGate technology (Figure 2) . It integrates the
functionality of an IGMP querier with the Tunnel Client. Thus it provides multicast access to all the hosts on
the same LAN segment. The IGMP querier from the CastGate Router keeps track of the group membership for
that LAN segment. Based on this information the Tunnel Client will join or leave the multicast group through the
tunnel. The advantage of using a CastGate Router is that multicast traffic is tunneled only once for all the receivers
on that LAN [10]. The use of the initial technology requires each end host to run a Tunnel Client, thus several
unicast packets with identical multicast data are transmitted on the same link.

CastGate allows to address some issues which are not solved by the current IP multicast service. One of them
is that native multicast lacks AAA (Authentication Authority Accounting). By adding support for some of the
AAA features to Enhanced UMTP, CastGate provides a temporary solution.

To the CastGate project belong CastGuide and CastContent [10]. CastGuide is a session directory tool that
allows you to obtain a list of available and upcoming IP Multicast content. It is the equivalent of a TV-guide, but
then for Multicast Content. CastContent deals with tools for the content provider, to address certain issues about
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access control and accounting.

3 Proposed Improvements: CastGate Router with PIM-SM

Our idea is to extend the functionality of the CastGate Router, so that it can provide multicast access to an
entire local domain. Here by domain we understand a group of networks under local administration, where any
multicast protocol can be used, but without global multicast access. Tunneling traffic to the local domain with the
use of an extended CastGate Router and then distributing that traffic through native multicast would prove a great
benefit.

PIM-SM [11] routing protocol is best fitted for the job because it creates multicast delivery trees with a sin-
gle common root. Information about multicast activity in the domain is gathered by the RP. Placing a modified
CastGate Router on the same link as the RP would give us access to information regarding multicast receivers
and sources in the domain (Figure 3). The multicast traffic tunneled (by the CastGate Router) to this link will be
delivered to all the receivers by the PIM-SM routers without need for further intervention. Also multicast traffic
from a source located anywhere in the local domain will reach the RP. Due to implementation complexity it was
decided not to embed a PIM-SM router with the CastGate Router, but rather to extract the minimum functionality
from the PIM-SM standard [11].

Figure 3: CastGate with PIM-SM

The scenario used is RP-on-a-stick [12]. This happens when the incoming interface of an (S, G) entry at the
RP is also the only outgoing interface on the shared tree for group G. It is important to understand that multicast
traffic is never forwarded on the same interface it was received on.

3.1 Receiving Multicast from the Internet

The PIM-SM module has to listen to all the messages destined for the RP and it must decide whether to join
or leave a group through the tunnel. The module captures PIM-SM messages from which it extracts information
about multicast groups that have members in the domain. From the different PIM-SM message types, only two
are of interest, Hello and Join/Prune messages. The first type of messages contains information about the neigh-
boring PIM-SM routers on the link, information that will be recorded in a neighbor list. Information about group
membership across the domain is contained in the Join/Prune messages (actually (*, G) Join/Prune).

Neighbors will not accept Join/Prune messages from a router unless they have first heard a Hello message
from that router. The information from these messages is kept in a list of neighbors on a per interface basis.
This list contains the following data: IP address, Holdtime, GenID, LAN Prune Delay (Propagation_Delay (I) and
Override_Interval (I)). Holdtime is the amount of time a receiver must keep the neighbor reachable, with a default
value of 210 seconds [11]. The GenID option contains a randomly generated 32-bit value that is regenerated each
time PIM forwarding is started or restarted on the interface, including when the router itself restarts. When a Hello
message with a new GenID is received from a neighbor, any old Hello information about that neighbor should be
discarded and superseded by the information from the new Hello message.
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Join/Prune messages carry information about the active groups in the domain. The module will listen only to
(*, G) Join/Prunes which are used to create core-based trees. These messages specify that group G must be joined
or pruned from any source (*). The listener module should check whether the Upstream Neighbor Address and
the Joined/Pruned Source Address in the incoming (*, G) Join/Prune message matches the address of the RP (RP
address should be configured on the listener module for security reasons).

The PIM-SM module uses a modified version of the downstream per-interface (*, G) state machine from the
protocol specifications (Figure 4). Based on the information from the state machine the group will be joined
through the tunnel and in this situation multicast traffic from the tunnel is forwarded to the domain.

Figure 4: State machine for PIM-SM receiver and PIM-SM

Modifications were necessary because the PIM-SM extension module does not implement the entire func-
tionality of PIM-SM. For example we do not send a (*, G) PruneEcho message when a transition occurs from
Prune-Pending to NoInfo state. The differences are marked using another color. Notice the send Prune-Echo (*,
G) is crossed out, because it is not used. The transition to Join state determines the creation of the tunnel.

3.2 Sending Multicast from the Local Domain

In order to send multicast traffic from the sources within the local domain, the PIM-SM module must intervene
during the Source Registration process. Through this process, the RP is notified of existing multicast sources.
When a multicast source begins to transmit, the DR (directly connected to the source) receives the multicast
packets sent by the source and encapsulates each one in PIM Register messages. These messages are received by
the RP, which de-encapsulates them. The RP will forward the multicast packet down the shared tree and will join
the SPT for source S, so that it can receive (S, G) traffic natively. If there is no active shared tree for the group, the
RP discards the multicast packets and does not send a Join toward the source. The RP sends PIM Register-Stop
messages to the DR, to instruct it to stop sending PIM Register messages.

The module must intercept the PIM Register messages, extract information about the group and de-encapsulate
the multicast data which will be tunneled to the Tunnel Server. Join (*, G) messages must be sent to make sure
that the RP will join the SPT for the source. Also, in order for the Join message to be accepted by the RP we must
send Hello messages [11].

Hello messages are sent periodically. The value for the default Hello Period is 30 seconds. We must take into
consideration that these messages are used for the DR election on that link. If the DR_Priority Option is used, the
router with the highest value will be the DR. If this option is not present, then the values of the IP address is used
to compute the DR [11]. In this case the machine with the highest value is elected. Because our module does not
implement the full functionality of a PIM-SM router we must make sure that it is not elected DR on the link. This
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can be accomplished by the use of DR_Priority Option with the value set to zero in the Hello messages sent by the
module.

The PIM-SM module analyzes captured PIM Register messages. First the Null-Register bit is checked. If this
bit is set to 1, then the message is discarded because it contains a dummy header [11]. If the value is 0, then this
Register message contains a real multicast data packet. This packet is sent over the tunnel, and also the information
regarding the existence of a source for multicast group G is extracted.

The operation is described by a state machine (Figure 5). Once the presence of a source for group G is
detected, we must “convince” the RP to join the SPT for source S. This can be accomplished by sending a Join (*,
G) message. This message must be sent periodically every 60 seconds. According to standard specification if a
PIM router sees a Join (*, G) message on the interface it must suppress its own Join (*, G). Also if it sees a Prune
(*, G) it must override it by sending a Join (*, G).

Figure 5: State machine for PIM-SM sender

A keepalive timer on a group basis will be used to decide when to stop sending Join messages. This represents
the period after the last data packet for group G was received during which we keep on sending Join messages, and
has a value of 210 seconds.

3.3 IPv6 CastGate

The next step toward native IPv6 multicast environment is to have an IPv6 CastGate Router with PIM-SM
support. This requires the addition of new functionality to it. The communication between the TC, TS and TDS can
be performed using IPv4. Also IPv6 multicast traffic can be tunneled over IPv4. Thus IPv6 unicast connectivity is
not required between them. The TDS does not need any modification, but the TC and the TS must be IPv6 capable.
CastGate Router would support IPv6 end hosts only if a MLD querier is installed.

To support an IPv6 CastGate version we must implement an IPv6 Enhanced UMTP. Each UMPT datagram
contains a 12/16-octet trailer [5]. If we want these trailers to transport IPv6 information, their size has to be
modified. This means the 12-octet trailer should be replaced by a 24-octet trailer and the 16-octet one should have
40 bytes.

4 Conclusion

Due to so-called “three-fold” deadlock, the multicast access is not available to the regular Internet user. We pro-
posed an enhancement to the existing alternative solutions (CastGate and CastGate router), i.e. PIM-SM support.
This idea could be generalized to other multicast tunneling solutions. Furthermore, we investigated the possibility
of using CastGate architectures in IPv6, with a remaining IPv4 tunnel. Obviously once the native IPv6 multicast in
fully available, any CastGate-based solutions, no matter its version, will be replaced. This involves a co-operation
with the telecom operators for deployment of IPv4/IPv6 multicast services.
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Further work will include performance evaluation for the CastGate technology and comparison to native
IPv4/IPv6 multicast. The right metrics for AGCS must be determined first. Another issues is how to apply these
metrics to native multicast. In the case of multicast, the determination of join latency and control overhead are
under progress. Once all the results are available, the penalties of CastGate use will be determined, thus allowing
proper technology selection for multicast distribution.
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String Comparison in Terms of Statistical Evaluation Applied on
Biological Sequences

Alina Bogan-Marta, Nicolae Robu, Mirela Pater

Abstract: Protein sequences from all different organisms can be treated as texts written in a
universal language where the alphabet consists of 20 distinct symbols, the amino-acids. The
mapping of a protein sequence to its structure, functional dynamics and biological role then
becomes analogous to the mapping of words to their semantic meaning in natural languages.
This analogy can be exploited by applying statistical language modeling and text classifi-
cation techniques for the advancement of biological sequences understanding. Here a new
general strategy for measuring similarity between proteins is introduced. Our approach has
its roots in computational linguistics and the related techniques for quantifying and compar-
ing content in strings of characters. We experimented with different implementations having
as ultimate goal the development of practical, computational efficient algorithms. The exper-
imental analysis provides evidence for the usefulness and the potential of the new approach
and motivates the further development of linguistics-related tools as a means to decipher the
biological sequences.

Keywords: n-grams, entropy, cross-entropy, protein similarity, exploratory data analysis.

1 Introduction

The practice of comparing gene or protein sequences with each other, in the hope of elucidating similarity
conveying functional and evolutionary significance, is a subject of primary research interest in bioinformatics.The
rewards range from the purely technical, such as the identification of contaminated sequence phases, to the most
fundamental ones, such as finding how many different domains define the three of life.

The most frequently used methods for measuring protein similarities are based on tedious algorithmic pro-
cedures for sequence alignment. I our days there are a large variety of methods like: Smith-Waterman dynamic
programming algorithm [1](considered as standard reference method due to the accuracy of the obtained results),
heuristic algorithms1, methods based on hidden Markov models [2],[3].Some of the main concepts identified in
new alternative methods proposed for sequence similarity are Dirichlet mixtures [4], sliding windows technique
[5], a mixture model of common ancestors [6], support vector machines (SVMs)[7], latent semantic analysis
(LSA)[8].

Despite the maturity of the developed methodologies working towards this direction, the derivation of protein
similarity measures is still an active research area. The interest is actually renewed, due to the continuous growth
in size of the widely available proteomic databases that calls for alternative cost-efficient algorithmic procedures
which can reliably quantify protein similarity without resorting to any kind of alignment. Apart from efficiency, a
second specification of equal importance for the establishment of similarity measures is the avoidance of parame-
ters that need to be set by the user (a characteristic inherent in the majority of the above mentioned methodologies).
It is often the case with the classical similarity approaches that the user faces a lot of difficulties in the choice of a
suitable search algorithm, scoring matrix or function as well as set of optional parameters whose optimum values
correspond to the most reliable similarity.

Here, a new approach for measuring the similarity between two protein sequences is presented. It was inspired
by the successful use of the entropy concept for information retrieval in the field of statistical language modeling
[9],[10]. Although the n-gram concept has been used in earlier works, e.g.[11],[12] the presented one is a new
attempt to adopt this dual step for comparing biological sequences.

For the thorough validation of the suggested similarity measure, we used a corpus of sequences built from a
publicly available database. Using standard procedures, well-known in the field of exploratory data analysis and
information retrieval, we evaluated the performance of our measure. We show that this new method provides an
effective way for capturing the common characteristics of the compared sequences, while avoiding the annoying

1Basic Local Alignment Search Tool, http://www.ncbi.nlm.nih.gov/BLAST/
FAST-All, or fast protein/nucleotide comparison, http://www.ebi.ac.uk/fasta33/
CLUSTAL, http://www.ebi.ac.uk/clustalw/’.



String Comparison in Terms of Statistical Evaluation Applied on Biological Sequences 87

task of choosing parameters, additional functions or evaluation methods. This high performance and the ready-to-
plug-in character, taken together with its computational efficiency, make our approach a promising alternative to
the well-known, sophisticated protein similarity measurements.

2 Background Concepts

There are various kinds of language models that can be used to capture different aspects of regularities of nat-
ural language [13]. Markov chains are generally considered among the more fundamental concepts for building
language models. In this approach the dependency of the conditional probability of observing a word wk at a
position k in a given text is assumed to be depended only upon its immediate n predecessor words wk−n . . .wk−1.
The resulting stochastic models, usually referred as n-grams, constitute heuristic approaches for building language
grammars and their linguistic justification has often been questioned in the past. However, in practice they have
turned out to be extremely powerful. Nowadays n-gram modeling stands out as superior to any formal linguistic
approach [14] and has gained high popularity due to its simplicity. Closely related with the design of models for
textual data are algorithmic procedures for validating them. Entropy is a key concept for this kind of procedures.
In general, its estimation is considered to provide a quantification of the information in a text and has strong con-
nections to probabilistic language modeling [15]. While relying on the same theoretical principles, the estimation
of entropic-measures in the domain of language processing requires some modifications (dictated by the discrete
nature of data) with respect to the procedures established in the field of statistics. As described in [10] and [16],
the entropy of a random variable X that ranges over a domain ℵ, and has a probability density function, P(X) is
defined as

H(X) =− ∑
X∈ℵ

P(X)log(X). (1)

The cross-entropy between the actual probability distribution P(X) (over a random variable X) and the proba-
bility distribution Q(X) estimated from a model is defined as follows

H(X ,Q) =− ∑
X∈ℵ

P(X)logQ(X). (2)

Two important (for the development of our approach) propositions are mentioned here. First, the cross-
entropy of a stochastic process, measured by using a model, is an upper bound on the entropy of the process
(i.e. H(X)=H(X,Q)) [9],[16]. Second, as mentioned in (19), between two given models, the more accurate is the
one with the lower cross-entropy. In [17], the general idea of entropy has been adopted in the specific case that
a written sequence W = w1,w2, . . . ,wk−1,wk,wk+1, . . . is treated as an n-gram based composition and resulted in
the following estimating formula

H(X) =−∑
W ∗

p(wn
1)log2 p(wn|wn−1

1 ) =− 1
N ∑

W ∗
Count(wn

1)log2 p(wn|wn−1
1 ), (3)

where the variable X has the form of an n-gram wn
1 = w1,w2, . . . ,wn, the summation runs over all the possible n-

length combinations of consecutive w (i.e. W ∗ = {{w1,w2, ,wn},{w2,w3, . . . ,wn+1}, . . .} and N is the total number
of n-grams in the investigated sequence. The second term in the summation is log2 from the conditional probability
that relates the n−th element of an n-gram with the preceding n-1 elements. Following the principles of maximum
likelihood estimation (MLE), it can be a counting procedure expressing the corresponding relative frequencies:

P(wn|wn−1
1 ) =

Count(wn
1)

Count(wn−1
1 )

(4)

The above entropic estimation (taken together with the general form of equation 1 and 2 suggesting a direct
way to pass from entropy to cross-entropy formulation) was the basis for building our similarity measure, described
in the sequel.

3 Linguistic Approach of the New Protein Similarity Measure

Due to the text representation of biological sequences, the mapping of a protein sequence to its structure, func-
tional dynamics and biological role then becomes analogous to the mapping of words to their semantic meaning
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in natural languages. Scientists within this hybrid research area have become optimist about the identification
of Gramar/Syntax rules that could reveal systematics of high importance for biological and medical sciences. In
the presented method, we adopted a Markov-chain grammar and built for our protein dataset 2-gram, 3-gram and
4-gram models for each protein sequence. To clarify things let a protein sequence WASQVSENR. In the 2-gram
modeling the available ”words” are WA AS SQ QV VS SE EN NR, while in the 3-gram representation the words
are WAS ASQ SQV QVS VSE SEN ENR. Based on the frequencies of these words (estimated by counting) and
by forming the appropriate ratios of frequencies, the entropy of a n-gram model can be readily estimated with (3).
This measure is indicative about how well-predicted is a specific protein sequence by the corresponding model.
While this measure could be applied for two distinct proteins (and help us to decide about which protein is bet-
ter represented by the given model), the outcomes couldn’t facilitate the direct comparison of the two proteins
(and help us to decide if they are similar or not). The previous shortcoming led us to devise the corresponding
cross-entropy measure, in which the n-gram model is, first, built based on the word-counts of one protein sequence
(training-step) and then the predictability, of the second sequence, by the model is measured (projection-step) as a
means of contrasting the two proteins. So the common information content is expressed via the formula

E(X ,Y ) =− ∑
wn

i ∈X

PX (wn
i )logPY (wi+n|wn−1

i ) (5)

The first term, PX (wn
i ) in the above summation, refers to the reference protein sequence X (i.e. it results from

counting the words of that specific protein). The second term corresponds to the sequence Y based on which the
model has to be estimated (i.e. it results from counting the words of that protein).Variable wn

1 ranges over all the
words of the reference protein sequence.

3.1 Database Searches with the New Similarity Measure

Having introduced the new similarity measure, we proceed here with the description of its use for perform-
ing searches within protein databases. The main aspect of our approach is that both the unknown query-protein
(e.g. a newly discovered protein) and each protein in a given database (containing annotated proteins with known
functionality, structure etc.) are represented via n-gram encoding and the above introduced similarity is utilized
to compare their representations. By recognizing the most similar proteins within the database, the structure and
function of the query-protein can be inferred based on the principle of assimilation. In the algorithmic implemen-
tation of these ideas, and as a byproduct of the experimentation with actual data, we devised two different ways in
which the n-gram based similarity is engaged in efficient database searches. The most direct implementation lead
us to an algorithm called hereafter as direct method. A second algorithm, the alternating method, was devised in
order to cope with the fact that the proteins to be compared might be of very different length.

Direct method. Let Sq the sequence of a query-protein and S = S1,S2, . . . ,SN the given protein database. The
first step is the computation of ’perfect’ score (PS) or ’reference’ score for the query-protein. This is done by
computing E(Sq,Sq) using the query-protein both as reference and model sequence (we call here "model" the
sequence compared with the query) in equation 5. In the second step, each protein Si, i=1,. . . ,N, from the database
serves as the model sequence in the computation of a similarity score E(Sq,Si), with the query-protein serving
as reference sequence. In this way, N similarities are computed E(Sq,Si), i=1,..,N. Finally, these similarities are
compared against the perfect score PS by computing the absolute differences D(Sq,Si) = |E(Sq,Si)−PS|. The
’discrepancies’ in terms of information content between the query-protein and the database-proteins are expressed.
By ranking these N measurements, we can easily identify the most similar proteins to the query-protein as those
which have been assigned the lowest distance D(Sq,Si).

Alternating method. The only difference with respect to the direct method is that when comparing the query-
protein with those from the database, the role of reference and model protein can be interchanged based on the
shortest (the shortest sequence plays the role of reference sequence in equation 5). The other steps, perfect-score
estimation, ranking and selection, follow as previously.

4 Experiments

The proposed strategy for measuring protein similarity was demonstrated and validated using a database con-
taining an overall sample of 100 protein sequences. Two distinct groups of protein data were selected as follows.
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The first 50 entries of the database corresponded to proteins selected at random from the NCBI public database 2.
The last 50 entries corresponded to proteins resulted from different mutations of the p53 gene. The mutations were
selected randomly from the database we created using the descriptions, provided by the International Agency for
Research on Cancer (IARC) Lyon, France 3. This set of 50 proteins, denoted hereafter as p53-group, is expected to
form a tight-cluster of textual-patterns in the space of biological semantics. On the contrary, the rest of 50 proteins
should appear as textual-patterns in the same space that differ not only with the other, but also (and mainly) from
the p53-group.

4.1 Results

In order to provide quantitative measures of performance for the two variants, we adopted an index of search
accuracy, that is derived from receiver operating characteristic (ROC) curves and has recently gained popularity
when validating protein-databases searches [18]. This index, usually referred as truncated ROC-score, is the ratio
of the area under the ROC-curve (in the plot of true- positives versus false positives for different thresholds of
dissimilarity). More explicitly, for a number T of true positives available to be found and a fixed number of false
positives n, this index is the proportion of the rectangle [0, T ] [ 0, n ] that lies under the sensitivity curve. It takes
values in the range [0-1], with one corresponding to the highest performance. This ROC-score has been tabulated
in Table 1 for different n-grams and both methods.

n-gram Thresholds Direct method Alternating Method
FPR TPR FPR TPR

2-gram 0.005 0.009 0.298 0.009 0.416
0.1 0.106 0.698 0.118 0.849

1.46 0.900 1.000
1.74 0.891 1.000

3-gram 0.005 0.007 0.476 0.018 0.512
0.1 0.256 0.701 0.250 0.834

0.38 0.885 1.000 0.895 1.000
4-gram 0.005 0.005 0.527 0.005 0.612

0.1 0.005 0.894 0.007 0.999
0.25 0.175 1.000

Table 1: False positive rates and true positive rates for different n-grams using both evaluation strategies.

In addition, following some classical steps of Exploratory Data Analysis we obtained the matrix containing all
possible dissimilarity measures D(Si,S j), i, j = 1,2, . . . ,N for the model of 4-gram using the alternating method.
The results are plotted in Figure 1 which is a low-dimensional representation of protein sequences based on the
dissimilarity values. As can be easily observed, the sequences belonging to the two defined groups of proteins
(unknown and mutated) are clearly separated. More than that, we identified the small subgroups of mutated
proteins as representing the similar sequences with close length.

5 Conclusions

Within this paper we specifically studied the use of cross-entropy derived measure applied over n-gram models
as a means of searching in protein database in an effective and efficient way. The experimental results indicated the
reliability of our algorithmic strategy for expressing similarity between proteins. Given the conceptual simplicity
of the introduced approach, it appears as an appealing alternative to previous well-established techniques.

During the evaluation of our method we observed that from the two introduced variants the better performance
is associated with the second one. This means that it is important to come up with improvements that overcome the
possible wrong identifications of similar sequences due to the decisively big differences between sequences length.
In the exceptional case when all the compared sequences have the same length, the direct method is equivalent with

2National Center for Biotechnology Information (http://www.ncbi.nlm.nih.gov/)
3http://www.iarc.fr/
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Figure 1: Low-dimensional representation of protein sequences using dissimilarity measure for experimental data

the alternating method and performs excellent. Regarding the order of the employed n-gram model, after testing
with order of 2,3,4,5 we noticed that the performance of the method increases with the order of the model up to 4.
After the order of 5 due to lack of data the corresponding maximum likelihood estimates becomes unreasonable
uniform and very low. This sets an upper limit for our model order in the specific database (perhaps slightly higher
order model could work in different protein databases.

The groups identified in Figure 1 are giving a new perspective over the clustering potential of the method as
long as it is easy to observe the distinct groups of sequences differentiated by their content and length. For par-
ticular application of detection of mutated sequences, it can be considered the problem of two class identification:
mutation and unknown(random) sequences. More than that, the subgrups of mutated sequences deserve more
attention in order to identify possible functional related sequences.

Before continuing the work on the improvement of this method we have to remark that this is a statistical in
nature technique. It can be improved by incorporating biological knowledge (e.g. working with functional groups
of amino-acids). Finally, another aspect that deserves further consideration is to test if our method scales well with
the size of the protein database.
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Formal Modeling of Concurrent AOP Programs

Crenguţa Mădălina Bogdan, Luca Dan Şerbănaţi

Abstract: In the last few years, a new trend in programming centered on a new paradigm
called aspect-oriented programming(AOP) has emerged. AOP is based on the object-oriented
programming and introduces a new concept, the aspect. The aspects model those features
being in many objects of an application may change or evolve independently one from the
others.
Because of this independence, it is not easy to verify the correctness of the AOP programs.
Moreover, the problem of verifying the correctness is harder and more important in the case
of the concurrent AOP programs than ordinary ones. The paper claims that formal specifica-
tion of concurrent AOP programs could be a powerful tool for their correctness verification.
Such specifications have the advantage that can be used to demonstrate important properties
of AOP programs, like safety and liveness properties.
The truth of some of these properties is formally proved on the AOP solution of the
Producer-Consumer problem. Its specifications are constructed using the Temporal Logic of
Actions. The program is written in AspectJ, the most popular language implementing the
AOP paradigm.

Keywords: aspect-oriented programming, concurrency, correctness, formal specification

1 Introduction

Aspect-oriented programming (AOP) is a new programming paradigm that emerged with few years ago from
the need to deal with nonfunctional crosscutting properties of programs. Crosscutting features including access
control, synchronization policies and resource sharing over objects are modularized as aspects that are separate
entities from objects.
In AOP we have two kind of units of modularization: objects, which represent the program functionality, and
aspects that resolve those properties or features which affect the performance or other quality attributes of the
program.
An aspect weaver, which is a compiler-like entity, weaves objects and aspects together into a program, using a
mechanism of join points. A joint point is a well-defined point into the program flow. Execution points of method
invocation and exception throwing may be specified as join points. In such a join point, a piece of code from an
aspect should be executed when the control flow will reach at that point.
There are several AOP languages such as AspectC++ and AspectJ (see [2]), which are aspect-oriented extensions
to C++ and Java, respectively. In this paper, we use AspectJ.
In AspectJ, a join point is picked out by pointcut and advice brings together a pointcut and a body of code that
will be executed at each join point of the pointcut. If a joint point indicates an object method call, then advice will
append the code before/after/around the method call and will modify the method execution.
Like Java, AspectJ allows implementation of the generalization/specialization relationship with some restrictions,
though: aspects may only extend abstract aspects, extending a class does not provide the ability to instantiate the
aspect with a not null expression, and a class can not extend nor implement an aspect.

1.1 Related Work

In general, the problem of demonstration of correctness of the concurrent program written in a programming
language was a concern in the programmers world. This statement is confirmed by the hardworking research
undertaken in this domain and the specialty rich bibliography. We cite here only few important papers ([6, 8, 9]).
In the case of AOP programming, this problem becomes more acute because of fact that AOP programs use aspects
that contain program sequences that are executed in some (join) points of execution flows of programs.
Although the domain is new, some research was done until now about the formal approach of AOP programs.
There are papers that focus on formal defining of semantics of concepts of AOP or sub languages of AspectJ.
For instance, Douence et al. have proposed a formal definition of crosscuts which uses execution monitors as an
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operational model for crosscutting [1]. Jagadeesan et al. have proposed an operational semantics for the core of
AspectJ, incorporating several different kinds of pointcuts and advice in an object-oriented setting [4]. Walker et
al. proposed a much simpler formal model incorporating just the lambda calculus, advice, and labeled hooks that
describe where advice may apply [10]. As a foundational calculus, their model is ideal for studying compilation
strategies for AOP languages.
Regarding the formal correctness of concurrent AOP programs, after our knowledge this research domain was not
yet approached. We hope that this paper will constitute a good start in this research field.
The paper is structured as follows. In the next section we give a program that resolves the Producer-Consumer
problem using the concepts of AOP programming and the AspectJ language. Section 3 presents the TLA formal
specifications of the AOP program. Using the TLA specifications we prove in the section 4 that our program
verifies two properties: the mutual exclusion of the producer and consumer and, in some conditions, a given action
is eventually executed by the program. We finish the paper with a conclusions section.

2 An AOP Solution of Producer-Consumer Problem

We will present an AOP solution of the Producer-Consumer problem, in the case of one producer and one
consumer. As we know, a producer puts data into a buffer and a consumer gets the data from the buffer.
For sake of simplicity, we assume that the data produced and consumed are characters. The producer puts data in
only if the buffer is not full. Otherwise, the producer must wait until the buffer is not full. The consumer gets data
only if the buffer is not empty. In the Figure 1 we give a solution of this problem using AspectJ. We can observe
that in the class Buffer, the only methods which modifies the instance variables of the class are put and get. The
other two methods, getLast and getLength, implement queries on the values of the last variable and on the length
of the b array, respectively, and do not change them.
As it is well known, the using of concurrency raises two problems: mutual exclusion and conditioned synchroniza-
tion of the processes (threads) that execute or use some shared sequence of instructions or data. The first problem
was resolved by the Java language and was taken over by AspectJ through synchronizing the access to the methods
that use the shared data. In the case of the Buffer class, the methods put and get are declared as synchronized in
their prototype.
The second problem is resolved by three aspects. The first aspect is abstract, because it declares two semaphore
variables prodWait and consWait that will not permit in some cases the access of the producer and consumer, re-
spectively, to buffer.
The tries of the producer and consumer to access the buffer will be caught through the bufferPut and bufferGet
pointcuts by two aspects: CondSinPut and CondSinGet. The former aspect deals with the extreme case in which
the buffer is full and the producer (that is, the current thread) wants to put a character in buffer. In order to do
that, the producer must wait before it call the method put. In this way, the CondSinPut aspect resolves the problem
of conditioned synchronization from the viewpoint of the producer. In a similar way, the problem is resolved by
the CondSinGet aspect for the consumer that has to wait before to call the method get, if the buffer is empty. The
consumer will be "announced" by the CondSinPut aspect after the producer has put a character in buffer.

3 Formal specification of AOP Programs

Since the aspects modify the behavior of objects in a AOP program, we may specify such a program in its
behavioral terms. A behavior is a sequence of those states through the program has passed while its instructions
have been executed. If an AOP program is basically concurrent, that is it contains objects that are threads, the
program may have several behaviors generated by the non-deterministic interleaving of (finite or infinite) atomic
operations belonging to the thread algorithms.
We will say that an AOP program verifies a property if the property is fulfilled by the behaviors representing all
correct program executions. We can associate a property of a program with the set of the program behaviors
verifying it. As a program specification is a property, we can identify it with the set of behaviors representing
all correct executions of the program. Then a program specification is a property, namely the set of behaviors
representing a correct program execution.
As it is known, a kind of properties has emerged from proving correctness of concurrent programs. These properties
have been classified in two classes: safety and liveness properties, respectively. A safety property asserts that
a program never enters in a unacceptable state during its execution. Mutual exclusion, partial correctness are



94 Crenguţa Mădălina Bogdan, Luca Dan Şerbănaţi

examples of safety properties. A liveness property asserts that a program eventually enters in a given state during
its execution. By example, the program termination or some action is eventually executed or eventually impossible
to execute are liveness properties. In the literature, it is shown that many liveness properties of a program are
true only if the planning mechanism of instructions execution is fair. As a definition of fairness, we use a general
one given in [9], namely: a concurrent program is fair if and only if each process of the program has a chance to
progress, does not matter what the other processes do.
Formally, a property is a predicate on behaviors of a program. Furthermore, the properties can be expressed as
formulas in a temporal logic.
There are many temporal logics in the literature (see [3]), like Propositional Linear Temporal Logic, First-Order
Linear Temporal Logic, Computational Tree Logic and Temporal Logic of Actions (TLA). In this paper, we will
use TLA.

3.1 Temporal Logic of Actions

TLA ([7]) was introduced by L. Lamport in 1990 as a simple variant of Pnueli’s original logic, in order to
construct specifications of the concurrent programs. The Lamport’s goal was to specify and verify the discrete
systems in terms of their actions. That is why, TLA can be decomposed in two logics: the logic of actions and the
basic temporal logic. The deductive system of TLA belongs to the later logic.
The deductive system is formed from axioms and inference rules. We make no attempt to give the complete set of
rules; we just present the ones that we will use in proofs of the properties from the section 4.
Invariance proofs of safety properties are based on the following two rules:

Imply Generalization Rule
T1 ⇒ T2

�T1 ⇒�T2

Invariance Rule
I∧ [Next]var ⇒ I′

I∧�[Next]var ⇒�I

where formula �T1 says that the temporal formula T1 is always true during a behavior of the analyzed program.
[Next]var is defined to mean Next ∨ var′ = var, that is either Next holds or the variables of program do not change
their values during the execution step. Next is defined as the join of the predicates given by the program actions
definitions.
The demonstration of liveness properties may be always reduced to the proof of the properties "leads-to", i.e.
formulas by form P �−→Q, where P and Q are TLA predicates. Leads-to properties are derived from weak fairness
assumptions by using the following rule, where P and Q are predicates and Next and A are actions:

Weak Fairness Rule

P∧A⇒ Q′
P∧Next ∧¬A⇒ (P′ ∨Q′)

P⇒ Enabled(A)
�[Next]∧WF(A)⇒ (P �−→ Q)

where Enabled(A) is a predicate which is true in a state s if and only if the action A can take place in s. TLA

uses the notation WF(A) not= �♦Avar ∨�♦¬Enabled(A). This formula expresses the condition of weak fairness,
that is the action A is eventually executed or eventually is impossible to execute it. Similarly, we use the notation
SF(A) not= �♦Avar ∨♦�¬Enabled(A) for strong fairness condition: the action A is eventually executed or its
execution is infinite often impossible. P �−→ Q is equal by definition with �(P⇒♦Q). This formula asserts that
whenever P is true, Q is true in that moment or in a subsequent moment of time, that is ♦Q is true.

3.2 Specifying AOP programs in TLA

As we stated in a previous subsection, there is no difference between a program specification and a TLA
temporal formula. Lamport proposed in [7] the following pattern to construct a temporal formula using TLA:
1. Choose the variables, the type invariant and initial predicate Init. This predicate contains assertions about the
initial values of program variables. Also, we may define some additional constants.
2. Write the next-state action Next. In order to do that, we have to decompose the program into atomic actions and
define them. Then Next will be given by the join of the predicates given by the program actions definitions.
3. Write the liveness property V of the program, which represents the temporal part of the specification. V is equal
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with conjunction of the fairness conditions (usually, weak) of the next-state action and thus specifies the program’s
progress condition.
4. Combine the previous defined elements into a single temporal formula that is the specification.
By applying the pattern just described we obtain the following temporal logic formula:

∃v1 . . .vn : Init ∧�[Next]var ∧V

where var contains all the variables of program.
Note that the formula �[Next]var asserts a safety property of the program: each execution step is the execution
of a legitimate step defined by the specification. In addition, the progress condition describes what the program
eventually must do.
Furthermore, we will apply the previous described pattern to construct a specification of the AOP program for
the Producer-Consumer problem. Basically, the program consists from the class Buffer and three aspects. In the
followings we will construct specifications for the class and each aspect.
For the class Buffer, we define a type invariant to assert that the variables last, pcprod and pccons are of Nat type.
These variable represent the position in buffer on which will be placed the current element and the control state
of the producer and consumer, respectively. The predicate Init asserts that initially the buffer is empty and the
variables last, pcprod and pccons have the value 0. The enable condition of the action put(c) is: the value c is
of Data type and the buffer is not full. In a similar way, the enable condition of the action pop asserts that the
buffer is not empty. The predicate Next specifies that each modification of the buffer state is caused by a call of
put or get method. The temporal formula Specbu f f er specifies assertions about the properties of the buffer: begins
empty, every and each modifying of its state is caused by a put or get action (that is, the predicate �[Next]b is
true), and always if there is something in the buffer, eventually a get must happen (the weak fairness property
WFb(get)). We note that we don’t request that any element should ever put in buffer. Similarly, we can construct
TLA specifications for the aspects of our AOP program. The specifications are presented in the figures 2-4.
Finally, the program itself is the temporal logic formula Spec defined by
Spec == Specbu f f er∧SpeccondSinPut ∧SpeccondSinGet , where Next1 = put(c)∨b2, Next2 = get∨c2, Next = Next1∨
Next2 and V = WF(get)∧SF(b2)∧SF(c2).

4 Proving Correctness of AOP Programs

Any property of a program can be expressed by a TLA formula. In addition, the assertion that "The Spec
specification has the property P" is expressed in TLA through the validity of the formula Spec⇒ P, where P is a
TLA predicate.

4.1 Proving Safety Properties

As we stated in Section 2, any AOP concurrent program must fulfill the property of mutual exclusion, that is at
most one process at a time can have control at 7, 10, 11, or 16. Formally, the property is enunciated and proved in
the following proposition.

Proposition 1. The AOP program of the Producer-Consumer problem has the property
�¬(pcprod ∈ {7,10}∧ pccons ∈ {11,16}).

Proof. We note with P the predicate ¬(pcprod ∈ {7,10}∧ pccons ∈ {11,16}). In order to prove the for-
mula Spec ⇒ �P, we have to find an invariant I that satisfies three properties: (i) Init⇒I; (ii) I⇒P; and (iii)
I∧�[Next]var ⇒I’, where Next = put(c)∨ get ∨ b2 ∨ c2, that is Next is formed from the atomic operations of our
program, and var =< b, last, prodWait,consWait, pcprod , pccons >. The following proof shows that these three
properties imply Spec⇒�P:
1. By the Invariance Rule, with the property (iii) as hypothesis we obtain that I∧�[Next]var ⇒�I.
2. By the Imply Generalization Rule, we obtain that �I ⇒�P.
3. By the above two formulas, it results that Init ⇒ P and ∧�[Next]var ⇒ �P. The progress condition V , which
describes only what must eventually happen, is not needed for proving safety properties. So, we have proved that
Spec⇒ P. All we have to do is to find an invariant that fulfills the properties (i)-(iii). We define the invariant I by
I == prodWait + consWait +ϒ

(
pcprod ∈ {7,10})+ϒ(pccons ∈ {11,16}) = 1, where ϒ : {true, f alse} → {0,1}

such that ϒ(true) = 1 and ϒ( f alse) = 0. The proofs of (i) and (ii) are immediate. For the third property we give in
the next table the cases in which the predicate I is true:
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prodWait prodCons ϒ
(
pcprod ∈ {7,10}) ϒ(pccons ∈ {11,16})

case1 1 0 0 0
case2 0 1 0 0
case3 0 0 1 0
case4 0 0 0 1

In the first case, only the action b2 can take place, because it is the only one that verifies the conditions from
the predicate I. The execution of action b2 determines the the following changes of the variables: prodWait′ = 0,
b′[last] = c, last ′ = last +1, pc′prod = 10. The other variables, consWait and pccons, remain unchanged. From these

relations it results that I′= prodWait ′+consWait ′+ϒ
(

pc′prod ∈ {7,10}
)

+ϒ(pc′cons ∈ {11,16}) = 0+0+1+0 =
1, that is I∧b2 ⇒ I′.
The other implications are proved in the same way for all the other cases and actions from Next.
The demonstration of other safety properties follows the same pattern on which we have used in the proof of
previous proposition.

4.2 Proving Liveness Properties

We illustrate the proof of liveness properties by showing that our AOP program, under the weak fairness
assumption, will execute a get action. Formally, this property is expressed and proved by the following proposition.

Proposition 2. The AOP program of the Producer-Consumer problem has the property
(b[0] �= 0∧ last ∈ (0,Len(b))) �−→ (b[last] = 0), which asserts that if b[0] �= 0 and last ∈ (0,Len(b)), then at some
later time b[last] will be equal with 0.

Proof. With the notations P
not= b[0] �= 0∧ last ∈ (0,Len(b)) and Q

not= b[last] = 0 we have to prove that

Spec⇒ (P �−→ Q) (1)

The formal proof of (1) involves three steps:
S1. Spec⇒ P �−→ ((pccons = 11∧P)∨ (pccons = 54∧P)
S2. Spec⇒ (pccons = 11∧P) �−→ (pccons = 16∧Q)
S3. Spec⇒ (pccons = 54∧P) �−→ (pccons = 16∧Q)
The proof of S1. Control in the consumer thread is at either 11, 46, 48 or 54. The locations 46 and 48 of control
depend on the truth value of the conditions: last = 0 and prodWait > 0. Therefore, the only values of control
which will interest us are 11 and 54.
The proof of S2. We will verify the three hypotheses of WF rule.
S2.1. We have to prove that (pccons = 11∧P∧Next2)⇒ Q′, where Next2 = get ∨ c2.
We have two cases:
a) pccons = 11∧b[0] �= 0∧ last ∈ (0,Len(b))∧ prodWait = 0. If get action takes place then
b′[i] = b[ j], ∀ j ∈ [1,(last − 1)]∧ i ∈ [0,(last − 1)]∧ last ′ = last − 1∧ pc′cons = 16. These predicates imply that
b′[last ′] = 0∧ pc′cons = 16 i.e.Q′.
b) pccons = 11∧ b[0] �= 0∧ last ∈ (0,Len(b))∧ prodWait �= 0. After that get action took place, we obtain b[i] =
b[ j], ∀ j ∈ [1,(last− 1)]∧ i ∈ [0,(last− 1)]∧ last ′ = last− 1∧ pc′prod = 34∧ pc′cons = 16. Last predicate implies
that b′[last ′] = 0∧ pc′cons = 16 i.e. Q′.
S2.2. We will prove the second hypothesis of WF rule, i.e. (pccons = 11∧P∧Next ∧¬Next2)⇒ (P′ ∨Q′). From
the definition of Next, the previous implication becomes (pccons = 11∧P∧Next1)⇒ (P′ ∨Q′).
We have three cases:
a) (pccons = 11∧P∧ put)⇒ (b′[last] = c∧ last ′ = last +1∧ pc′cons = 16∧∀i ∈ (last ′+1,Len(b)−1) :
UNCHANGEDb[i])⇒ (pc′cons = 16∧b′[last ′] = 0) = (pc′cons = 16∧Q′).
b) (pccons = 11∧P∧ b[last] = 0∧ b2)⇒ (prodWait ′ = prodWait− 1∧ b′[last] = c∧ last ′ = last + 1∧ pc′cons =
16∧∀i ∈ (last ′+1,Len(b)−1) : UNCHANGEDb[i])⇒ (pc′cons = 16∧b′[last ′] = 0) = (pc′cons = 16∧Q′).
c) (pccons = 11∧P∧b[last] �= 0∧b2)⇒ (prodWait ′ = prodWait−1∧b′[last] = c∧ last ′ = last +1∧consWait ′ =
consWait − 1∧ b′[i] = b[ j] ∀ j ∈ (last − 1)∧ i ∈ (0, last − 2)∧ last ′ = last − 1∧ pc′cons = 16)⇒ (pc′cons = 16∧
b′[last ′] = 0) = (pc′cons = 16∧Q′).
S2.3. The prove of the third hypothesis (pccons = 11∧P)⇒ ((pccons = 11∨ pccons = 54)∧b[0] �= 0) is immediate.
Finally, applying the SW rule with the implication SF(c2) ⇒WF(c2) we obtain that �[Next]var ∧WF(get)∧
WF(c2)⇒ (P �−→ Q), i.e. the formula from S2. Analogously, the step S3 can be proved.
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5 Conclusions

This paper presents some results that were obtained during our research concerning concurrency and its rela-
tionship with aspect-oriented approaches. This research drove us to analyze and prove the correctness of concurrent
AOP programs written in AspectJ. In this context we had as objectives to: (i) specify the behavior of concurrent
AOP programs, and (ii) demonstrate that the properties used to prove the correctness of concurrent programs are
preserved for concurrent AOP programs. In this paper, we have presented the proofs of only two properties namely,
the mutual exclusion of control threads in concurrent AOP programs and, a special case of liveness property. The
later property partially resolves the conditioned synchronization problem of processes. For our proofs we used an
aspect-oriented solution of the Producer-Consumer problem.
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1.public class Buffer{
2. private char[] b;
3. private int last;
4. public Buffer(int dim){
5. b=new char[dim];
6. }
7. public synchronized void put(char c)
8. {
9. b[last++]=c;
10.}
11.public synchronized char get()
12.{
13. char c=b[0];
14. System.arraycopy(b, 1, b, 0, last-1);
15. return c;
16.}
17.public int getLast(){
18. return last;
19.}
20.public int getLength(){
21. return b.length;
22.}
23.}
24.public abstract aspect Concurrency{
25.protected int prodWait, consWait;
26.pointcut bufferPut(Buffer b):call(public void put(char))&&target(b);
27.pointcut bufferGet(Buffer b):call(public char get())&&target(b);
28.}
29.public aspect CondSinPut extends Concurrency{
30. before(Buffer b): bufferPut(b){
31. if (b.getLast()==b.getLength()){
32. try{prodWait++;
33. wait();}
34. catch(InterruptedException e){e.printStackTrace());}
35. finally{prodWait--;}
36. }
37. }
38. after(Buffer b): bufferPut(b){
39. if(consWait>0)
40. notifyAll();
41. }
42.}
43.public aspect CondSinGet extends Concurrency{
44. before(Buffer b): bufferGet(b){
45. if (b.getLast()==0){
46. try{consWait++;
47. wait();}
48. catch(InterruptedException e){e.printstackTrace();}
49. finally{consWait--;}
50. }
51. }
52. after(Buffer b): bufferGet(b){
52. if(prodWait>0)
53. notifyAll();
54. }
55.}

Figure 1: AspectJ program for the PC problem
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module Buffer
importNat

parameters

b, last, pcprod , pccons: VARIABLE

Data: CONSTANT

assertions 0 /∈ Data

predicates

Init
�
= ∧∀i ∈ 0..(Len(b)−1) : b[i] = 0

∧last = 0
∧pcprod = 0
∧pccons = 0

actions
a1

�
= ∧pcprod = 7

∧c ∈ Data
∧pc′prod = 32∨a2

∧be f ore1
∧UNCHANGED < b, last, pccons >

a2
�
= ∧b[last] = 0

∧b′[last] = c
∧last ′ = last +1
∧pc′prod = 40∨ pc′prod = 10
∧a f ter1
∧∀i ∈ (last ′+1)..(Len(b)−1) : UNCHANGEDb[i]
∧UNCHANGEDpccons

put(c)
�
= a1

a3
�
= ∧pccons = 11

∧pc′cons = 46∨a4
∧be f ore2
∧UNCHANGED < b, last, pcprod >

a4
�
= ∧b[0] �= 0

∧∀ j ∈ 1..(last−1)∧ i ∈ 0..(last−2) : b′[i] = b[ j]
∧last ′ = last−1
∧pc′cons = 54∨ pc′cons = 16
∧a f ter2
∧UNCHANGED < pcprod >

get
�
= a3

getLast
�
= UNCHANGED < b, last >

getLength
�
= UNCHANGED < b, last >

v
�
= < b, last, pcprod , pccons >

temporal

Specbu f f er
�
= ∧Init

∧�[put(c)∨get]v
∧WFb(get)

Figure 2: TLA specification of Buffer

module Concurrency
import Nat

parameters

b, prodWait,consWait, pcprod , pccons: VARIABLE

predicates

Init1
�
= ∧b ∈ Bu f f er

∧prodWait = 0
∧consWait = 0
∧pcprod = 0
∧pccons = 0

temporal

Speccon
�
= Init1

Figure 3: TLA specification of Concurrency

module CondSinPut
actions

b1
�
= ∧pcprod = 32

∧prodWait ′ = prodWait +1
∧UNCHANGED < b,consWait, pcprod , pccons >

b2
�
= ∧pcprod = 34

∧prodWait ′ = prodWait−1
∧a2
∧UNCHANGED < b,consWait, pccons >

be f ore1
�
= b1 ∨b2

a f ter1
�
= ∧pcprod = 40

∧pc′cons = 48
∧pc′prod = 10
∧UNCHANGED < b, prodWait,consWait >

v1
�
= < b, prodWait, pcprod , pccons >

temporal

SpeccondSinPut
�
= ∧Init1

∧�[b2]v1

module CondSinGet
actions

c1
�
= ∧pccons = 46

∧consWait ′ = consWait +1
∧UNCHANGED < b, prodWait, pcprod >

c2
�
= ∧pccons = 48

∧consWait ′ = consWait−1
∧a4
∧UNCHANGED < b, prodWait, pcprod >

be f ore2
�
= c1 ∨ c2

a f ter2
�
= pccons = 54

∧pc′prod = 34
∧pc′cons = 16
∧UNCHANGED < b, prodWait,consWait >

v2
�
= < b,consWait, pcprod , pccons >

temporal

SpeccondSinGet
�
= Init1

∧�[c2]v2

Figure 4: TLA specifications of CondSinPut and
CondSinGet
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New aspects of Software Development in Economy

Cornelia Botezatu, Cezar Botezatu

Abstract: As competition has increased, whereas the issues that trade activities are now fac-
ing have become more complex and unprecedented problematic - the design and development
of software products call for new requirements and performances to match them.
The article undertakes to outline a part of these requirements, which are of interest to both
software system programmers and their end users, regarding the analysis, patterning, design
and implementation of IT applications.

Keywords: e-activity, virtual enterprise, e-manufacturing

1 Introduction

The last decade produced major changes in ITC, allowing profound and irreversible transformations in the
entire society (economy, learning, spending time,administration etc.), contributing to new forms of habits, prod-
ucts andservices appearance. The technological mutations produced massive changes in people and organizations
practices, transforming the communication, working, learning ways and making compulsory the organization re-
thinking, to practical and coherent methods and rules. The digital era offers new business models. Their success
consists in getting the needed information, its interpretation and the possibility of real time transactions. So far,
the companies could not entirely capitalize the advantages of the electronic systems for businesses. Although the
exchange of information and the negotiations were taking place through Internet, a critical moment was reached
when the documents had to be printed and signed manually and then had to be sent to the destination. We are now
part of a society transformation, from a hard copy based information to one based on the electronic form. Not one
human activity can stay away of this informational revolution. The information society is developing everywhere:

• In companies and organizations,especially in the conception-production processes (groupware, workflow.)

• In distribution and commerce,developing electronic commerce

• In education, converging towards the new virtual universities and all new teaching methods, based on ITC

• In administration, allowing free access to public information and the perspective of virtual administration

• In editing sector (online magazines, online libraries, electronic books, etc.)

2 New aspects of software development

The fierce competition on the sales market creates special adaptation and management difficulties for the pro-
duction and services companies, in order to find new ways of increasing their shares of this market. Through
the software developers it is easy to establish, to build and to maintain product selling virtual relationship and it
is relatively easy to facilitate the company penetration on virtual market, using a web interface or an integrated
management system. On the other side, service selling virtual markets allow more possibilities, allow the creation
of more sophisticated commercial dependencies, and reunite different types of companies, meaning more unified
business procedures. The electronic commerce represents a new technology, which offers numerous options and
models for making business using Internet, such as:

• E-shop;

• E-mall;

• E-procurement;

• E-auction;

• Virtual community;
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• E-service providing;

• Information brokerage;

• Publicity models.

Current complex ways of living, learning, travelling, administrating or governing require a deep understanding,
knowledge and experience from managers, who have to decide what can be done with information systems, in or-
der to obtain the foresighted benefits. There are series of economical concepts which can explain how information
system can be used in present, in order to improve the enterprises. We live in a demands era. The customers want,
from software developers, more and more: they want high quality for offered products, fast updates, customized
services, integrated systems and low-cost delivery, and all of these as fast as possible. On the other hand, the soft-
ware developers must understand all these requirements, to be up to date with the last achievements in ICT field, to
propose more efficient solutions for all issues, to design integrated solutions, to ensure data security, confidentiality
and trust in electronic transactions. As a result, we identify for design demand, at least two directions:

• First regarding design methodologies and development techniques used in every stage of the life cycle of an
information system. Now are commonly used CASE instruments, or development templates.

• Second regarding new information and communication technologies, hardware and software platforms that
influence directly both the nature of proposed technical solutions for new applications and their number. Can
be mentioned here new ways of application development,like client-server, distributed and web technologies.

3 Current technologies and requirements for development

3.1. CASE instruments. In order to respond to the new demands related to the complexity of the questions
asked and low amount of time allowed for solving them, the software developers use more and more the CASE
instruments, in different stages of development and production of information systems. The continuous and major
changes regarding design and development of software products increase the number of new software products,
that aim to assist and guide the human factor through the design and development stages of a software product.
The list of CASE instruments is large, starting with those used exclusively for diagrams, and ending with inte-
grated software platforms, with CASE instruments incorporated for assistance in all stages of the project. Thus,
the CASE instrument concept covers now at least the following components: diagrams editor, repository, browser,
code generator, reverse-engineering instruments, XML parser, and documentation generator. Some of UML CASE
instruments used by informational system designers were: Rational Rose, S-CASE, Ration CRC, Together, Posei-
don and Rhapsody.

Designer 2000, produced by Oracle, is a product dedicated to system analysts, programmers and project man-
agers. It contains a powerful integrated set of CASE (Computer Aided Software Engineering) instruments, having
as main objective to assist the human factor into software design and development stages.

Microsoft Visio Professional 2002 supply diagrams type solutions for documenting and communicating of
large ideas, information and systems pallet.

Microsoft Office Visio 2003 introduce a new set of diagrams and schemas, making from this product an
“erudite” dedicated to visual documentation development specific to various fields. In addition, the software, web
sites and DB developers and network administrators have on disposal, using specialized diagrams offered by Visio,
a bright assistant dedicates to automation of specific activities.

IBM Rational Unified Process (RUP) is a software paradigm, designed, developed and maintained as a soft-
ware product. RUP created on UML base, delivered on-line using Web technology.

A modern product, JBuilder 6 includes a series of improving facilities for assisting the participant for all
project period.

3.2.Design Patterns. Designing software is a difficult process, and the object oriented design - often used
lately - of reusable systems is even harder. The solution must be specific, but also general enough to be applied in
the future, in order to avoid “reinventing the wheel” each time (or at least to minimize this possibility).

Often enough, an inexperienced designer is overwhelmed by the number of available options and has the
tendency to revert to non-object techniques used in the past. An experienced designer knows that he doesn’t have
to solve every issue starting from scratch, but by reusing solutions from previous projects. Once he has discovered
a good method, he will always use that method. This kind of experience is only a part of what makes an expert out
of a designer, and this method is a template for him.
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Templates like ACE, MicrosoftMFC and DCOM, JavaSoft RMI and OMG CORBA implementations have an
increasingly important role in current software development. The main benefits of using the templates in object
oriented applications are coming from the modularity, possibility of reuse, extensibility and reverse engineering
offered to the developers.

3.3. New software architectures. The design and development of e-commerce that must allow operating
with maximal security conditions for all transaction participants, operating with information, promotion and other
classic commercial actions, with maximum efficiency, are all tasks of the designer.

The information security becomes highly important for safety assurance, protection and authenticity of the
computer memorized or transmitted data. Lately in developed countries, the paper became just a tool for present-
ing information, not for archiving or transporting it. Computers and computer networks assumed these functions.
There were sought and found solutions for replacing seals, stamps and hand-made signatures from classic docu-
ments with their electronic alternatives, based on classic cryptography and public keys.

On the virtual market, both large companies and the small enterprises start with equal chances. The high
discrepancy that advantages one or another on the real market is gone, and advantages like those coming from
better geographical/strategical positioning of the business become irrelevant. The most important factors to be
considered in deciding who is going to be the winner are time and knowledge.

The client server architecture, which is “de facto” for the majority of actual information systems, is offering a
large accessibility to DBMS information resources.

The client-server DBMS form the foundation for new solutions, covering financial and economical activi-
ties,such as BI (Business Intelligence), ERP (Enterprise Resource Planning), CRM(Customer Relationship Man-
agement) or SCM (Supply Chain Management).

The platform architecture is the physical implementation of application (figure 1) a have the following tasks:

• To implement client-server type information architecture having Internet and WWW technologies as support;

• To assure data and information management by including of Web server, terminal server and application
server functions and encoding of numerous Java applet to transfer the client request to the receiver.

• To simulate a central server,accessed using Web interface with CGI (Common Gateway Interface) and Java
applets;

• To be flexible, scalable and to assure components interconnectivity;

• To platform independent;

The browser design for a better interface with system server imposes the usage of object oriented programming
languages and new techniques such as serialization, RMI (Remote Method Invocation) or CORBA (Common
Object Request Broker Architecture).

The object oriented information technologies and the software methods combined in distributed on Internet
offer to the companies, private persons, governments an infrastructure, which allow to:

• To create a virtual market of goods and services: Consumer to Consumer-C2C, Consumer to Business-C2B,
and Business to Government-B2G.

• Information exchange (Governmentto Business-G2B, Government to Consumer-G2C)

• To improve the payment system for the state taxes by lowering the costs (Consumer to Government-C2G)

• To develop the after-sales services and marketing directly consumer-oriented

• E-Commerce (Business to Business, Business to Consumer)

Among all these applications, the leader is represented by the Business to Business (B2B) transactions. From
a ŞBusiness to BusinessŤ customer’s point of view the information management belonging to the buyer must be
formed on the buyer’s site to integrate with the other information. Likewise, the information belonging to the
buyer must be stored in his server in order to allow e-payments, the working flow, and the answer by Intranet.
A new option in e-commerce is the Business-to-Employee transaction, which refers to the transactions inside the
company involving the employed staff of the company and made by its own Intranet system.

When starting such a business concerning e-beneficiary, the usual problems might be: who the clients might be,
what their desires are, where they are placed on Intranet, what the company and product strategies are, what their
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Figure 1: Client-server architecture

particular characteristics are, what ways of selling can be chosen, what investment is necessary and sustainable by
the company.

3.3. Other requirements regarding the design of a commercial site. The company that designs a software
application for creating a virtual selling environment should now take into account a series of problems that may
influence directly the suggested solution, among which:

• What way is chosen to connect the server to the Internet

• Who makes the page design in order to display the products professionally

• Who is going to maintain this site

• What command options/facilities will be accepted

• How the delivery of goods is going to be made

• What payment methods will the clients use

• What informing and reporting situations are necessary regarding the transactions already done

• Who and how the access to the company’s data, site and soft will be made

• What procedures are there to check the data

• What technical equipment is required to answer the infrastructure of the application

Concerning the layout of Intranet pages used in e-commerce it is forbidden to overload the design: an overloaded
graphics with animation and lots of music could impress us for the moment, but most users do not have time to wait
and see on the screen the company’s fancy text, they cannot focus on the important messages, they are annoyed
thus giving up to read that information. That is why many Internet pages contain this much information they are
over-loaded with options and navigation ways. The resultis practically a commercial labyrinth which will cause
the loss of clients.

The well made Internet pages are those that manage to set a balance between an attractive graphics, a pleasant
one and the loading speed of the pages on screen. This should be easy to access and the searched information by
every client is easily placed, not depending on the navigation way chosen by him. That’s why we mention that the
page layout has a great importance.
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E-commerce offers new and intelligent solutions to quantify the impact upon its clients such as: online answer
options to polls, options to participate in different competitions or member subscriptions, which allow them to get
information about clients although they remain anonymous. Most commercial Internet pages have interactive ways
to measure the impact upon clients, but they can be used in marketing activities such as: periodical news, market
studies, the marketing of products etc.

4 Summary and Conclusions

The choice of one of these solutions is determined, in a great measure, by performance criteria and business
planning for each company for e-commerce activity expected results. Another success factor represent the experi-
ence, professional training, innovative spirit, creativity, adapting and using existent solution capacity accordingly
with real market design of design team.

Taking a look around, it is a sure thing that different forms of e-commerce development will contribute to
exploration and increasing the globalization process of economy, and specially, the commerce globalization. Such
a thing will conduct to a coherent universal functioning system in the new environment, which will cover all
aspects of society: economic, legal, financial, data security and safety and customer protection. All these will be
considered as particular task in software developers’ job, which will use or create new ways of assisting design and
development activities regarding informational systems, of standardization or reuse of the existing software tools
and modules.
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Architecting J2EE based Applications on Multiple Layers

Cristian Butincu, Mitică Craus, Dan Gâlea

Abstract: This paper presents a layered model that can be used to construct well designed
enterprise applications. The proposed model describes how an enterprise application can be
divided into 9 essential layers as follows: Persistence, Domain, Services, Facades, Factories,
DTO, Delegates, Application and Presentation. This model encapsulates a clear separation
of the roles of each layer. The main goal of the model is to provide all the necessary informa-
tion that the enterprise application designers need in order to build an enterprise application
backbone that will support the development of efficient, scalable and maintainable enterprise
applications. Another goal is to isolate the end programmers from the complexity of enter-
prise design patterns.

Keywords: enterprise application, architecture, design, multiple layers, role separation

1 Introduction

J2EE design patterns [2], [3], [6] are vital for anyone building J2EE applications. Ranging from basic to
complex patterns they answer important questions as how to use and access EJBs correctly and how one should
design the data flow between the components of an enterprise application. Well designed EJB applications make
use of design patterns. The main benefit of using design patterns is that they improve the quality and robustness of
the entire application, provide code reusability and a clear and relatively easy to understand design. Unfortunately,
well designed enterprise applications are not so easy to be developed, mainly because there is still a deficit of
information about how to design a good system. Enterprise application developers often make costly design
mistakes every day [7]. Moreover, learning good design is particularly difficult for new enterprise application
programmers, many of whom have never built distributed systems before and don’t understand the fundamental
needs that influence distributed systems design. The key of making a good J2EE design is to abstract parts of the
application and to reduce at maximum the dependencies between application modules. This goal can be achieved
if the enterprise application is divided into several layers. This paper details how to design an enterprise application
by using a model made up by 9 layers. Each layer is composed of multiple classes, or components pieced together.
By building the system using layers, localization of data and behavior allows for decreased dependency between
classes and objects, providing a more robust and maintainable design. A similar model based on 5 layers is
discussed in [6]. However, the model proposed in this paper introduces additional layers and provides a better
separation of roles among layers.

2 The use-case-driven approach

One of the most effective approaches taken in order to design an enterprise application [8] is the use-case-
driven approach [6]. The first step is to identify the set of use cases that the system will need to support. These use
cases are very important because they can influence the design decisions of the enterprise application. The second
step is to identify what are the semantics and user interactions of each use case. Once these specifications are set,
the next step is to analyze the use case model. Based on the result of this analysis, enterprise application designers
will have enough information to begin to sketch the concrete design of the final enterprise application. The layered
model presented in this paper fully supports the use-case-driven approach.

3 The domain model and the domain layer

The domain model comprises all the objects upon which actions are performed. Using the use-case-driven
approach, the domain model can easily be derived from the identified use cases. Because the initial domain model
granularity can be too coarse or, on the contrary too grained, in order to provide superior enterprise application
performances, the domain model can be further refined in several steps until the desired domain granularity is
reached. This operation is typically carried out by domain experts. One of the 9 layers of the model presented
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in this paper is the domain layer. In general, the domain layer of an enterprise application is composed of entity
beans. These entity beans can be either Container-Managed Persistence entity beans (CMP entity beans) or Bean-
Managed Persistence entity beans (BMP entity beans). The domain layer is the layer in which domain model
resides.

3.1 Bypassing the domain layer

There are situations where the domain model, and therefore the domain layer do not exist at all. In this kind of
situations, session beans bypass the domain layer and make direct calls into the persistence layer, a low level layer
that directly accesses underlying data bases. Except some exceptional cases that will be detailed at the end of this
section, this approach should never occur in an enterprise application design. Some of the enterprise application
designers choose this approach for one of the following reasons:

• Quick build of prototypes - the enterprise application is not intended to have a long life span, or its domain
model will change often over time

• Trivial domain models - the enterprise application domain model is very simple and the time to deliver the
solution is very short

• Performance reasons - used when implementing a use-case that is by default read-only

The last reason is one of the aforementioned exceptional cases in which the domain model should be bypassed.
However, even in this case, the domain model, and therefore the domain layer should still exist in order to provide
an OO base for the other use cases. As a conclusion, the domain layer should always be present in an enterprise
application design although in some exceptional cases it should be bypassed for performance reasons.

4 Enterprise application layers

Using the layered model approach, an enterprise application is being designed layer by layer. Design patterns
[5], [9] play the most important role in each layer design. They can dramatically influence the inside architecture of
each layer. The 9 layer model presented in this paper is illustrated in Figure 1. Figure 1 emphasizes the interactions
and dependencies of the layers in the enterprise application. The DTO (Data Transfer Object) Layer establishes
three direct dependencies: implementations of Application Layer, Facades Layer and Factories Layer depend on
implementation of DTO Layer.

The application structure design depicted in Figure 1 can be viewed as a topological directed graph that contains
the enterprise application layers. All the data managed by the enterprise application flows through these layers in
both directions, from the client side layers to the server side layers, one layer at a time. The adjacent layers are
connected by edges that include assembly connectors. In this case, an assembly connector is a connector between
two layers that defines that one layer provides the services that the adjacent layer requires. After the enterprise
application is fully developed [4], [10], the implementation of each layer can vary independently without triggering
modifications of the adjacent layers, provided that the general contract of supported interfaces is not altered. The
role of each layer is described in the next sections.

4.1 Classification of enterprise application layers

The enterprise application layers can be classified in server side layers and client side layers as follows:

• Server side layers: Persistence Layer, Domain Layer, Services Layer, Facades Layer, Factories Layer

• Client side layers: Delegates Layer, Application Layer, Presentation Layer

• Common layers: DTO Layer

4.2 Role of enterprise application layers

Persistence layer

This layer contains all the logic required to make the domain model persistent in a data store. The Persistence
Layer provides the RDBMS abstraction, that is, any database can be plugged into the enterprise application without
the need to modify any layers that depend on it.
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Figure 1: Enterprise application layers

Domain layer

This layer contains all the objects that came out of the object-oriented analysis of the business problem. The
Domain Layer is the layer in which domain model resides. The Facades Layer, Services Layer and Factories Layer
delegate many of the requests to this layer. A well designed Domain Layer is often application independent and
can be reused across applications.

Services layer

This layer contains all the session beans of the enterprise application that resulted from the analysis phase.
These session beans can be either Stateless Session Beans or Stateful Session Beans. The Services Layer is the
layer that Facades Layer calls in order to invoke business logic specific to particular use cases (typically on multiple
domain objects and/or other services). It is responsible to control the transactions that the use cases run under, and
to handle any delegation and workflow logic between domain objects required to fulfill a use case.

Facades layer

This layer decouples the server side layers from the client side layers. All accesses from the client side layers
into the server side layers are tunneled through this layer. The Facades Layer extends the concept of classical
Session Facade design pattern to wrap both Domain Layer and Services Layer. Bulk update and bulk data retrieve
services that work with DTOs are implemented at this layer level. The Facades Layer is a very important layer,
since it controls all accesses into the server side layers. Security checks and logging and monitoring mechanisms
are also implemented at this layer level. In order to hide Domain Layer implementation details from client side
layers, Facades Layer relies on the services that Factories Layer provides.
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Factories layer

This layer decouples the Domain Layer from the client side layers by the means of DTO factories (Data Transfer
Object factories). The Factories Layer is responsible of building domain DTOs and custom DTOs, both of which
reside in DTO Layer. This layer hides the implementation details of Domain Layer from the client side layers.

DTO layer

This layer encapsulates the data transfer objects used as containers of data in both ways, from clients to server
and from server to clients. The DTO Layer sits between client side and server side layers. Its main role is to
decouple Domain Layer from client side layers. In a secure environment, DTOs encapsulate an additional security
rights payload that is used to control access to their contained data.

Delegates layer

This layer abstracts the server side layers from the client side layers. The Delegates Layer hides the EJB API
complexity by encapsulating code required to discover, delegate and transparently recover from invocations into
server side layers. By the means of this layer, client side programmers are completely decoupled from the technol-
ogy used on the server side. Therefore, the design and implementation of the server side can vary independently of
the client side. A client side logging mechanism is appropriate to be implemented at this layer level. The Delegates
Layer is most useful in large projects where client side layers and server side layers are being developed by dif-
ferent teams of programmers. In the early stages of enterprise application development, when the server side part
of the application is not available, this layer can provide dummy data to the client side application programmers.
This way, the latter ones don’t have to wait for the server side programmers to finish their work, and the applica-
tion development process is accelerated since the work on both client side and server side layers is performed in
parallel.

Application layer

This layer is the heart of the client application and controls the workflow between components on Presentation
Layer and Delegates Layer. The Application Layer is responsible for managing client-side state, performs syntactic
validation on user input, implements application caches and delegates calls to Delegates Layer.

Presentation layer layer

This layer contains all the UI components and their corresponding action listeners. For a stand alone client
application, these UI components are Swing or AWT components; for a web based application these are web
components such as HTML, JSP or Flash. The action listeners contain callback methods that UI components will
invoke when their state changes. The action listeners’ role is to make calls into the Application Layer, based on
the state of UI components, and to update UI components to reflect changes that occurred during these calls.

5 Development order of enterprise application layers

Based on the layered model described in this paper, there is a natural order in which application layers can
be developed. This natural order can be easily inferred from the proposed enterprise application structure design
depicted in Figure 1. If we consider the topological directed graph that contains the enterprise application layers,
the natural order of layers’ development is given by applying a topological sorting algorithm on this graph. Based
on the results of topological sorting, DTO Layer and Persistence Layer should be developed first. However there are
certain situations when the Persistence layer will not be developed at all by the enterprise application programmers.
This happens when the server side developers choose to use a generated persistence logic technology like CMP
entity beans, JDO or Object / Relational mapping tools. In this case, Persistence Layer will still exist, but it will be
automatically generated. The next layer to be developed is the Domain Layer. After this step is complete, Services
Layer and Factories Layer are the next layers to be developed. These two layers can be developed in parallel since
all their dependencies are resolved by now. The Facades Layer is the next layer to be developed, followed by
Delegates Layer, Application Layer and finally, Presentation Layer. An interesting point here is that DTO layer
and Domain Layer are completely decoupled. Although DTOs in general do reflect objects that reside inside of
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Domain Layer, the mapping from DTOs to these objects is not a direct one. DTOs and domain objects can be
designed at different granularities. Moreover, DTOs can include additional data that is not reflected by domain
objects, such as calculated fields. Similarly, domain objects can contain fields that are not reflected by DTOs, like
application sensitive fields. Therefore, a special component decoupling logic that keeps track of all these mappings
need to be implemented in order to achieve this kind of abstraction. This decoupling logic component is part of
Factories Layer and Facades Layer and it is illustrated in Figure 2.

Figure 2: Decoupling logic component

The order of development described here is possible because of the way the whole structure of enterprise
application was designed. The key point is that the dependency relationships are unidirectional, and this is the
industry best practices. Moreover, enterprise application layers form a directed graph structure with no cycles that
results in a topological graph structure.

6 Additional services

Architecting an enterprise application using the layered model presented in this paper provides several other
advantages. For example, if the enterprise application has to provide a secure environment, all the needed imple-
mentation updates are localized only at the Facades Layer level. In a few words, a Security Service component
has to be developed and plugged-in into this layer. All the other layers of the enterprise application will remain
unaffected. The process of implementing a security model would trigger major modifications on a poorly designed
enterprise application where the majority of components on the server side need to be updated to support security,
as compared to the layered model proposed in this paper that will trigger only small modifications localized only at
the Facades Layer level. The same holds for a wide range of other services that are global in their nature. Another
example of service that can be very easily plugged-in into the system is the Logging and Monitoring Service. As
with the aforementioned Security Service, all the updates are localized only at the Facades Layer level. The enter-
prise application design described in this paper provides the enterprise application programmers with the ability of
introducing additional services in a minimum amount of time and with a minimum effort. All of this is possible
because of the clear separation of roles that is inherent to this layered model.
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7 Implementation example

This section details how a certain use case can be implemented on this architecture. As an example we take
into consideration the management of products and manufacturers for a certain company. For this we need at least
two tables in the database: one for products and one for manufacturers. The role of each layer for this use case is
as follows:

Persistence layer. This layer provides both RDBMS abstraction and read/write access to these two tables. Nor-
mally this layer is provided by enterprise application server vendors, although not necessarily.

Domain layer. This layer contains two sets of classes, one for products and one for manufacturers. It provides
an object oriented view of product and manufacturer entities. The java classes that need to be developed are:

• ProductEntityBean.java (javax.ejb.EntityBean subclass)

• ProductEntity (javax.ejb.EJBLocalObject sublass)

• ProductEntityHome (javax.ejb.EJBLocalHome subclass)

• ManufacturerEntityBean.java(javax.ejb.EntityBean subclass)

• ManufacturerEntity (javax.ejb.EJBLocalObject sublass)

• ManufacturerEntityHome(javax.ejb.EJBLocalHome subclass)

Note that this model emphasizes the use of local interfaces only for domain.

Services layer. Suppose that the application needs to provide a statistic of most wanted products per regions
along with their manufacturers. This kind of information does not relate itself to only a single type of domain
entity and therefore such business logic has to be placed in a separate non domain entity that is, inside a service
implemented in terms of a session bean. A set o three java classes needs to be developed for this service: the actual
session bean class that implements the logic, the local interface that acts like a service front end to the user and the
home class that provides the means by which a user can get an instance of this service:

• StatisticServiceBean.java (javax.ejb.SessionBean)

• StatisticServiceLocal.java (javax.ejb.EJBLocalObject)

• StatisticServiceLocalHome.java (javax.ejb.EJBLocalHome)

Note that this model emphasizes the use of local interfaces on services layer as well. All accesses in the server
go through facades layer.

Facades layer. Controls all accesses into the server side layers. This layer typically consists of session beans
with remote interfaces. Therefore sets of three java classes (bean class, remote interface class and remote home
class) need to be provided. To avoid having multiple session beans in this layer, one can develop a generic session
bean using the power of runtime generated proxies, a feature that java language offers. Typically this session bean
intercepts remote calls, performs security checks, logging and so on and forwards these call inside server side
layers, either to Services layer or to Domain layer.

Factories layer. This is where DTO factories (Data Transfer Object factories) reside. For our use case example,
this layer needs to provide two DTO factories, that is, two java class files that are responsible to build DTOs for
products and manufacturers:

• ProductDTOFactory.java

• ManufacturerDTOFactory.java

These two factories take as input domain entities and they output POJO like objects (DTOs) that are completely
decoupled from entity beans or database. To further extend this layer to allow a complete control over DTO
granularity please see [1].
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DTO layer. This layer consist of DTO java classes. For our example, we need to develop two java classes:

• ProductDTO.java

• ManufacturerDTO.java

In a secure environment, DTO classes can be extended to encapsulate additional security rights payload that is
used to control access to sensitive data. This is typically achieved by developing a generic DTO super class that
takes care of this special security payload for all DTO subclasses.

Delegates layer. This layer consists of java classes that contain code to discover, delegate (forward calls) and
transparently recover from invocations into server side layers. To avoid having multiple classes in this layer, one
can develop a generic delegate class using the same approach that can be taken into Facades layer that of java
runtime generated proxies. Therefore these two generic implementations, generic delegate and generic facade
work hand in hand and greatly reduce the amount of work needed to keep all files in sync.

A client side logging mechanism is appropriate to be implemented at this layer level as well.

Application layer. Consists of java classes that manage client-side state, perform syntactic validation on user
input, implement application caches and make calls into Delegates Layer. In our use case example, client side
application logic that updates, creates or deletes a product or a manufacturer needs to be developed at this level.

Presentation layer. Contains UI component classes and GUI classes for graphical management of products and
manufacturers. Graphical interfaces that display statistics also need to be developed at this level.

8 Summary and Conclusions

The layered model described in this paper contains all the necessary information that the enterprise application
designers need in order to build an enterprise application backbone that will support the development of efficient,
scalable and maintainable enterprise applications. This model provides a series of key points in the application
structure where enterprise application developers can easily plug-in a wide range of additional services, like secu-
rity services, logging and monitoring services, failover services, caching services and so on. An important layer
that is part of this model is the Facades Layer that controls the workflow into the server side layers. This layer
extends the concept of classical Session Facade design pattern to wrap both Domain Layer and Services Layer.
All accesses from the client side layers into the server side layers are tunneled through this layer. This model
also describes a special component decoupling logic whose role is to completely separate the DTO Layer from the
Domain Layer. Using the power of runtime generated proxies and custom serialization mechanisms that the Java
language offers, some of these layers, specifically DTO Layer, Delegates Layer and Facades Layer can be archi-
tected in a generic way [1]. The design structure that this paper presents is intended to add major improvements to
the quality and performances of EJB based applications and to speed up the enterprise application development.
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New Rules in Business Environment

George Căruţasu, Cornelia Botezatu

Abstract: In the last period, the corporations have developed their activity over the national
borders and even the continent, activity being now easier because of ICT support. The po-
litical changes in today world have opened new markets for the existing corporation.Thus,
differences between countries regarding production costs impose as reliable economical so-
lution, to open local production facilities, by building,merging with, or acquisition of local
already present factories. The business environment has suffered a major change, by eliminat-
ing the disadvantage of geographical border using IT support, transnational companies being
more and present in todayŠs economic life. In addition, the political and social changes
around the globe facilitate the new markets opening. In this case, the enterprise must face
the new challenges of e-economy, considering the two presented models: extended enterprise
and interest group as a free choice affiliation to a dynamic structure. The most effort in those
direction target the integration of independent organization in mega structures with more then
hundreds of members. The integration has technology and management coordinates.In addi-
tion, an important aspect of e-activity or transnational company activity is the existence of a
continuous legal frame, who rules the economical-activity in European space.

Keywords: e-activity, virtual enterprise, e-manufacturing

1 Introduction

The e-economy might be seen as branch of conventional economy, developed around an information core
and it ways of circulation. In this concept, an important underline is the information usage and manipulation in
many various ways. Therefore, in the beginning, the IT involved in an enterprise appears as “islands” of processes
automation. Because of late IT evolution, the enterprises have the meanings necessary to develop activities in
virtual environment, based on virtual processes, where the keywords are integration, collaboration and efficiency.

The enterprise which evolve in today’ economy must face the globalization process, because of large area mar-
ket policy and very strong IT influence. VE offer the most reliable organization structure, but it have been combine
with companion measures, involving large transition process. Because of organization manner, the enterprise is
flexible,giving the possibility of reducing at maximum the time-to-market for new products. In addition, because
of extended partnership, VE can manage more precise new situations, which can occur in market, being more
adaptive. Another critical success factor of these days is the simulation process, once the VE partners are agree
about competencies assumption, the real manufacturing can start, saving time and resource usage.The transition
process requires a sustained effort, having a 30% rate of success. The case study offer, from models view, the
complexity of the process.

In the e-economy, a series of relationships has been shaped, relationships, which bring together the categories
mentioned before:

• business to business (B2B), company to company, is the most extended relationship, and it include all elec-
tronic transaction between companies;

• business to customer (B2C), it refer to transaction between company and individual customers;

• customer to customer (C2C), electronic transaction made between private persons, as occasional activity;

• customer to business (C2B),regarding the relationship between individuals, registered as independent con-
sultants or service supplier registered persons and companies, having a commercial aspect;

• intra-business, internal activities of a company or the relationship between different national affiliates and
the corporation headquarters presented above;

• government to citizen, specific transaction used to reduce the costs, service improving and to assure the
transparency.
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A VE, is defined as “a temporary alliance between two or more independent partners associated in order to
achieve a common goal”. The virtual term used in this definition is not referring to a non-existent organization and
is referring to product image in end user eyes, which have in mind a single manufacturer for the product not an
alliance. In today market, the efforts is concerning to innovation capacity (bringing new products or services on the
market, changing the manufacturing strategy), processing capacity (new organization forms, integrated resource
planning) and cooperation capacity (cross-organizational structure, network thinking, team working), in order to
offer the needed product required in one time and one place.

The overall business requirements for e-economy environment is directly connected to the market challenges
having as result the today’s enterprise need in order to satisfy a specific request appeared in market in one time and
one place. To do so, specific goals must been defined:

• changing the enterprise organization fashion, adopting a matrix organization form, oriented to multi-polar
project management, each business being seen as a project, having as result a product or a service;

• limiting to a core expertise, the global market impose a maximum efficiency for an enterprise, by out-
sourcing all non-profit activities, keeping instead the most competitive activities in comparison with the
concurrence;

• concurrent process implementation, segmenting and parallel process suite having as result reducing the
time-to-market;

• create multidisciplinary subsystems, having multidisciplinary subsystems solve various problems that can
occur in a project developing;

• integration with partners, develop an IT structure able to maintain the collaborative process with the partners
involved in enterprise projects.

2 ICT impact in business

Offering opportunities to source a wide range of products from fragmented sources, e-Market places act as a
potential catalyst for the internal market; they establish communities of buyers and sellers and mechanisms that
allow enterprises to participate cost effectively in global markets. The most commonly category of application used
in such great organization structure are (figure 1): CRM (Customer Relationship Management), ERP (Enterprise
Resource Planning), PLM (Product Lifecycle Management) and SCM (Supply Chain Management).

For companies, thee-Economy has brought new opportunities, both within the IT industry and in other sectors,
its impact varies substantially from sector to sector. e-Economy means that businesses can reach many more
potential customers, work more effectively with other businesses and with governments. And they can use the new
technology to change the way they work, modernizing their production processes and internal organisation, so that
their operations can become more effective and efficient. Networked and virtual organisations, private and public,
allow small entities to work together in a flexible way. For SMEs, the paradox is that "local" is becoming more not
less important.

Accordingly with a recent study, the relevance of ICT in business is more then a single trend in all industry
sector. The number of companies, which use the software application business is in continuous growth, giving a
very good idea about the company’s competitiveness (figure 2).

3 Management structures

The IT expansion in business environment has changed the fashion of making business, covering on start “is-
lands” of automation, now is view as an integrated system, being the backbone of the decision system. Considering
this,we have to underline the requirements specific to e-economy. The integration of business processes has two
directions: one among the organization, and second, the inter-organization axe. The “collaborative work” concept
is regarding to business or business processes realized as participation of two or more organizations or organization
entities (departments, services).The result of large IT implementation in business is an increasing of collaboration
processes inside of a company or inter-company, converging to better economical results, by decreasing the Time
to Market, using processes parallelism.



New Rules in Business Environment 115

Figure 1: Relationship and software business chart in e-economy

First integration direction, inside organization, has appeared as response to increasing of problems complex-
ity and decreasing of solving time.To solve more complex problem in a shorter time, require a multidisciplinary
approach, with cross-organizational teams, having members from different activity fields. Thus, the adopted man-
agement structure is transiting from hierarchical to matrix form.

Figure 2: Companies using a SCM and CRM system in CZ, DE, ES, IT, PL, UK by sector [1]

In matrix organization form, each department is view as a sum of specialists, with equivalent competencies,
forming the functional section (in department activity field) and specialists with no functional competencies (in
department area of activity) used as an interface between department and other company’s organizational struc-
tures (e.g. head of department, linking the department with top management). Also, in this structure, specific to
collaborative process, are two subordination relationships, shown in figure 3 [2].



116 George Căruţasu, Cornelia Botezatu

Figure 3: Matrix organizational management

4 European and Romanian e-business law frame integration

The e-economical activity has, basic, the same law frame as conventional economy, but, in addition, is com-
pleted with specific laws, because it complexity [3]. First important law was the Law No. 455/2001 regard-
ing e-signature, which establishes general condition of e-signature implementation, for covering the contracts on
distance specified on G.O. No. 130/2000. For g2c relationship, a big step forward was the adoption of Law
No.291/2002 regarding the approval of taxes e-payment methods. Another important law is Law No.365/2002
regarding e-commerce activity developed in Romania.The Romanian legislation is completed after that with other
important documents, such as Law No. 468/2002 regarding the approval of G.O. 20/2002having as subject the
public electronic acquisition system, temporal stamp Law No. 451/2004 and Law No. 589/2004 regarding the
juridical regime of e-legal representative notary activity. The above mentioned documents are in straight connec-
tion with European legislation, mentioning here the E-commerce Directive No.98/48 adopted by EC, completed
by Distance Selling Directive, EC Framework Directive for Electronic Signatures, Electronic Money Directive and
Data Protection Directive.

The EU recommend also the rules application establish by international entities as: WOT, UNCITRAL and
OECD.Also, on European level, all e-commerce enterprises support the EU regulation,accordingly with EU Direc-
tive 2000/263. In conclusion, the European and,specially, Romanian law frame could maintain the e-activity on all
it level,but, also true are the inconvenience related to difference exiting in each European member legislation and
low level of application integration in Romanian enterprise (see Extended Enterprise model).

5 Summary and Conclusions

In current businesses, a large part of economical transactions are ’electronic’, and thus fall into the categories
e-business or e-commerce. If at least one step in each phase is pursued electronically. e-business does not only
describe external communication and transaction functions, but also relates to flows of information within the
company, i.e., between departments, subsidiaries and branches. e-commerce refers to external transactions in goods
and services. For consumers, thee-Economy brings many benefits. It means that products and services are available
to people even in remote areas. And it means that consumers can compare what is offered by many different
companies in many different places,to get the best deal. For employees, the e-Economy brings the prospect of
more fulfilling knowledge-based jobs, and improvements in the way their working lives are organized Ű through
different opportunities offered by e-Work.

This new business models leaded to the concept of Virtual Enterprises (VE) that is the foundation of the
networked economy. The original goals for virtual enterprise business systems were to enable deployment of
distributed business processes among different partners,to increase the efficiency of existing provided services, to
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decrease the cost for the provision of these services, and to adapt rapidly to new market changes.
Dynamic virtual enterprises are rather a vision than nowadays reality. The vision encompasses small and highly

skilled market players that are waiting for an opportunity to offer their services in their specific domain and work
together with complementary partners to fulfill customer requirements.

The advantage of a flexible organization form lies in its capability to rapidly tackle problems and to react
accordingly. It is not dependent on economies of scale but strives to provide be spoke and time-critical solutions
according to the imposed requirements by every costumer and every endeavor.The prospect for dynamic VE is
promising considering recent progresses of information and communication technology and the current trend to
focus on a company’s core competence. Hence, for a dynamic VE to succeed not only best-of-breed expertise in
various domains is required, but also power of persuasion in respect of integrity and trustworthiness.
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Case Based Reasoning to Analyze Road Accidents

Valentina Ceausu, Sylvie Desprès

Abstract: In this paper is presented the prototype of a system designed to analyze road
accidents. The analysis is carried out in order to recognize within accident reports general
mechanisms of road accidents which represent prototypes of road accidents. The adopted
problem solving paradigm is the case based reasoning. Natural language documents and
semi-structured documents are used to create cases of our system. To cope with this difficulty
we propose approaches integrating semantic resources. Hence, an ontology of accidentology
and a terminology of road accidents are used to build descriptions of cases. The alignment
of two resources supports the retrieval process. Based on models of accidentology, a data
processing model is proposed to represent cases of the system. This paper presents the archi-
tecture of ACCTOS (ACCident TO Scenarios), a case based reasoning system prototype. The
model to represent cases of the system is introduced and the phases of cases based reasoning
cycle are detailed.

1 Introduction

In this paper the prototype of a system designed to analyze road accidents is presented. The analysis is carried
out in order to recognize within accident reports general mechanisms of road accidents that represents prototypes
of road accidents.
Case based reasoning is the adopted problem solving paradigm. Cased based reasoning solve a new problem by
re-using a collection of already solved problem. The problem to solve is called target case. The collection of
problems having already a solution represents the case base and it is a important feature of a case based reasoning
system. The reasoning cycle of a case based reasoning system is composed of phases aiming to: create the target
case; retrieve cases of the case base which are similar to the target case; adapt solutions of this cases, in order to
propose a solution for the target case.
Natural language documents and semi-structured documents are used to create cases of our system. To cope
with this difficulty approaches integrating semantic resources are proposed. An ontology of accidentology and a
terminology of road accidents are used to build descriptions of cases. The alignment of two resources supports the
retrieval process. Based on models of accidentology, a data-processing model is proposed to represent cases of the
system.
The outline of this paper is as follows: first, the architecture of ACCTOS (ACCident TO Scenarios) is presented
and the model proposed to represent cases of the system is introduced. Further, phases of cases based reasoning
cycle are detailed. Conclusion and future work end this paper.

2 Architecture and resources of the system

To present the architecture, we use a division into modules, where each of the module addresses a different
phase of the reasoning cycle (see Fig. 1).

Figure 1: System architecture

Resources of the system
ACCTOS exploits two types of documents -accident reports and accident scenarios -to create cases.
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Accident reports are documents created by the police. They include structured paragraphs describing the actors
and the context of accident and natural language paragraphs explaining what happened in the accident (written
with the help of witnesses, people involved in the accident or policemen).

Accident scenarios are documents created by researchers in road safety. They are prototypes of road accidents
and present in a general way facts and causal relations between different phases leading to the collision. An ac-
cident scenario describes an accident as a sequence of 4 situations (or phases): the driven situation, the accident
situation, the emergency situation and the shock situation. Prevention measures aiming to improve the road safety
are provided for each accident scenario. A first study led by the department "Mechanisms of accidents" of INRETS
(Institut national de recherche sur les Transport et leur Sécurité ) established a first collection of accident scenarios
involving pedestrians. Scenarios and assigned proposals will be used to build the initial case base.

Input of the system is a set of accident reports which have occurred on the same road section. Accidents
are analyzed from the electronic form of accident reports. The PACTOL tool (Centre d’Etudes Techniques de
l’Equipement de Rouen) made the reports anonymous. An electronic accident report is a semi-structured docu-
ment containing structured paragraphs and natural language paragraphs. Structured paragraphs contains variables
describing the accident.Variables correspond to humans and vehicles involved in the accident.The context of acci-
dent is also specified by variables. Text paragraphs describe what happened in the accident according to several
points of view: police (synthesis of the facts), people involved (declarations) and witnesses.
From each accident report, a model is built by the "Elaboration" module. This model is used by the "Retrieval"
module of the system in order to query the case base. The initial case based of ACCTOS is created from accident
scenarios. As a result, correspondences between the initial accident report and accident scenarios are established.
A correspondence is constituted of an assignment accident report, accident scenario and a trust assessment.

The output of the system is a profile of scenarios. A profile of scenarios is composed of several scenarios,
where a coefficient in assigned to each scenario of the profile, reflecting its weighting within the profile.
The first module implements the authoring the case phase. Retrieval phase is done by the second module. Further
on are presented the model proposed to represent cases of the system and phases of case based reasoning cycle .

3 Description of cases

Based on accidentology models (see [5]), a data-processing model is proposed to represent cases of the system.
A case is described by two types of elements: global variables and agents.
Global variables specify the number of agents involved in accident, the environment in which the accident occurred
- such as main road or secondary road - and context of the accident ( by day, in intersection, etc. ).
A human involved in accident and his vehicle represent an agent (see tab.1). This representation allows us to cope
with difficulties related to metonymy between the human involved in accident and his vehicle. It also allows us to
treat the particular case of pedestrian. Each agent is defined by his two components - human and vehicle - and by
his evolution in accident. A domain term (ie: driver, car) and attributes (ie: age) are assigned to each component
of an agent. Agent evolution is specified by a set of relations describing interactions: between components of an
agent; between the agent and other agents involved in accident.

Agent Humain Vehicle Attributes Evolution
Agent 1 Pedestrian no vehicle age: 60 crossing; running
Agent 2 Driver Car age: 35 circulate; turning to

Table 1: Components of an agent

4 Authoring the case

The scope of this phase is to create the problem to solve, also called the target case.The model presented above
is used to represented the target case. Each target case is created from an accident report. Both, the structured and
the natural language paragraphs of an accident report are exploited to create the target case.

Identification of environnement
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An accident report is a semi-structured document. Data about people and vehicles involved in accident and about
the environment and context of the accident are stored in specific structures. Based on these structures we have
created automatic procedures to retrieve valuable information.

Identification of agents

To describe an agent involved in accident we need to :

• Identify terms assigned to his components

• Identify values of his attributes

• Identify the evolution of the agent

Terms of components and values of attributes are identified automatically based on accident report structure.
Agent evolution is identified based on natural language paragraphs of accident reports: declarations, testimonies,
police synthesis. Agent evolution is expressed by a set of domain verbs identified within these paragraphs.
Text mining techniques and a terminology of road accidents are used jointly to identify the evolution of each agent.
A terminology represents terms of a given field and relations between those terms. Relations are expressed by
verbs and accepts, usually, two arguments: Relation(domain, range), where Relation is a verb of the field, and
domain and range are terms of the field.
For instance, diriger-vers( véhicule, direction ) is a relation of the domain. We used a terminology created from
250 reports of accidents that occurred in and around Lille region. This terminology is expressed in OWL (see [15]).

Text mining techniques are also employed to identify evolution of agents. An approach based on information
extraction using pre-defined patterns is adopted. We used lexical patterns to extract information. A lexical pattern
is a set of lexical categories. For example Noun, Noun or Verb, Preposition, Noun are lexical patterns. In order to
identify instances of patterns, natural language paragraphs are tagged using TreeTagger ([10]). A pattern recog-
nition algorithm (see [2]) allows us to identify associations of words matching predefined patterns. The output of
this algorithm is shown further:

Lexical Patterns and Corresponding word regroupings :
Noun, Preposition, Noun: groupe de piéton ( group of pedestrians)
Noun, Preposition, Adjective: trottoir de droite (right side pavement)
Verb, Preposition, Noun: diriger vers place (direct to square)

We defined a set of verbal patterns which are able to highlight relations of the domain. A set R of verbal rela-
tions is extracted. Instances of those patterns could represents relations of the field, such as diriger-vers (direct to),
but also meaningless word regroupings, such as diriger 306 (direct 306). They need to be validated and attached
to agents of the accident. To do so, each agent a(th, tv), having th and tv as components, query the terminology in
order to identify relations having one of his components as argument. The result is:

Ragent(th, tv) = Rresource(th)
⋃

Rresource(tv)

, where Rresource(th) and Rresource(tv) are relations of terminology having th, respectively tv as arguments. By
intersecting Ragent and R the evolution of an agent is identified as:

Evolutionagent = Ragent
⋂

R

Relations of R which are not modeled by the terminology are ignored. For each agent, the evolution is identi-
fied as set of verbal relations which are extracted from the accident report and validated by the terminology of road
accidents.
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5 Building the initial case base

The case base is a important feature of a case based reasoning system. Cases of the case base are called source
cases and are represented by a couple Problem,Solution.
A set of accident scenarios is used to build the initial case base of the system. The accident scenario represents the
"Problem"; measures of preventions assigned to the scenario represent the "Solution".
An ontology of accidentogoly(see [4]) supports description of source cases. This ontology was built from expert
knowledge, texts of the field and accident scenarios. It models the concepts of the field and relations that hold
between them. Concepts of ontology are structured in three main classes: concepts describing the human, the
vehicle and the environment. A domain term and attributes are assigned to each concept. Concepts are connected
by different types of relations. IS-A relations build the hierarchy of domain concepts. Verbal relations are also
modeled that describe interactions between concepts.
An editor of scenarios was developed to build source cases. The editor integrates the ontology of accidentology.
It allows to users to describe each accident scenario by choosing the appropriate concepts and relations of the
ontology. The editor also allows users to assign to each concept or relation a coefficient indicating his importance.
Importance coefficients are established based on linguistic markers. By integrating the ontology, homogeneous
descriptions of cases are created.

6 Retrieval process

Retrieval process aims to retrieve source cases similar to the target case. Already solved problems similar to
the target case are identified. By consequence, a solution can be proposed to the target case by adapting solutions
of those problems. We propose a retrieval approach supported by the alignment of two semantic resources: the
terminology and the ontology.
Ontology alignment can be described as follows: given two resources each describing a set of discrete entities
(which can be concepts, relations, etc.), find correspondences that hold between these entities. In our case, a
function Sim(Eo,Et) is used allowing us to estimate similarity between entities of ontology, Eo, and entities of the
terminology, Et , where an entity could be either a concept or a relation. Based on this, for T , a target case, two
steps are needed to retrieve similar source cases.
(1) The first step is based on case base indexation. Global variables are used to index the case base. The values
of global variables of the target case are taken into account to identify a set of source cases. The result is a set of
source cases having the same context as the target case and involving the same number of agents.
(2)A voting process is used to improve this first selection. The vote is done by each agent of target case to express
the degree of resemblance between himself and agents of a source case. A note is granted by each agent of target
case to every source case. This note is granted by taking into accounts components of agents and theirs evolution.
A first similarity measure proposed is given by:

Sim(ai,a j) =
{

SimComponent(ai,a j)+SimEvolution(ai,a j), if SimComponent(ai,a j) �= 0
0, if SimComponent(ai,a j)≡ 0

,

where ai is an agent of the target case and aj is an agent of a source case.
SimComponent(ai,a j) express the similarity among the agents taking into account similarities of components:

SimComponent(ai,a j) = ch j ∗ sim(humaini,humain j)+ cv j ∗ sim(vehiclei,vehicle j)

, where ch j and cv j are importance coefficients established for the source case, and values of sim(humaini,humain j)
and sim(vehiclei,vehicle j) are given by the alignment of the two resources.

Evolution similarity express resemblances between evolutions of two agents:

SimEvolution(ai,a j) = ∑r cr∗sim(rSourcer,rTargetr)
∑r cr

Coefficients cr express the importance of rSourcer relation for the considered source case. Values of sim(rSourcer,rTargetr)
are given by alignment of the two resources.
Each agent of the target case evaluates his resemblance to agents of the source case by using the presented ap-
proach. A similarity vector is obtained. The note notei granted by the agenti to the source case is the maximum
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value of this similarity vector. Based on notes granted by agents, the similarity between he target case and a source
case is estimated by the average value:

Sim(target,source) = ∑Na
i=1 notei

Na
, where notei is the note granted by the agent agenti, and Na is the number of agents of the considered target case.

Indexing the case base allows a fast identification of source cases that are similar to the target case. By voting,
the most similar cases are selected among the cases retrieved by the first selection. The retrieval process is driven
by the description of source cases, whose importance coefficients are taken into account by similarity measures.

7 Summary and Conclusions

This paper presents the prototype of a system designed to analyze road accidents.Case based reasoning is the
adopted problem solving paradigm. Cases of the system are created from semi-structured documents provided by
two different communities: accident reports created by the police and accident scenarios created by researchers
in road safety. Semantic resources are used to cope with heterogeneity and natural language representations. A
terminology of road accidents supports authoring the case phase. Description of source cases is supported by the
ontology of road accidents. Aligning the ontology of road accidents and the terminology supports the retrieval
process.
This system is under development. Steps further are the implementation of proposed approaches, the system
evaluation and possible improvements.
A few directions to improve the system can already be listed. The authoring the case phase could be improved by
enriching the text mining techniques. Richer descriptions of target cases can be obtained.
The retrieval process id based on similarity measures taking into account common features of cases. Implementing
dissimilarity measures, which will be based on differences between cases features could also be a further direction.
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A Multi-Agent System for Design Information Management and Support

Camelia Chira, Ovidiu Chira

Abstract: Enterprise models of engineering design involve multiple distributed design teams
with heterogeneous skills cooperating together in order to achieve global optima in design.
The success of this distributed design organization depends on critical factors such as the effi-
cient management of the design related information circulated in the distributed environment
and the support for the necessary cooperation processes among participants dispersed across
the enterprise. This paper proposes a multi-agent design information management system to
aid the new enterprise model by supporting the synthesis and presentation of information to
distributed teams for the purposes of enhancing design, learning, creativity, communication
and productivity. Enabled by multi-agent systems and information ontologies, the proposed
system facilitates interoperation among distributed resources and knowledge sharing, reuse
and integration in a distributed design environment.

Keywords: multi-agent systems, distributed engineering design, knowledge management

1 Introduction

Emerging in response to market demands and competitive pressures, the distributed engineering design organi-
zation requires multidisciplinary design teams to virtually collaborate in order to achieve the global optimal design
solution [1], [2]. The human and information resources involved in the design process are geographically, tempo-
rally, functionally and/or semantically distributed in a virtual environment [3]. This new enterprise model has the
potential of achieving benefits such as the generation of new insights, new ideas and improved design solutions
enriched by the multiple skills of the designers engaged in the design task and easier access to multiple sources of
information. Because the communication of information, the coordination of engineering design participants and
team collaboration takes place in a computer based medium, the availability of the software infrastructure to sup-
port cooperation and facilitate the management of various design information structures remains the key success
factor of distributed design.

A Multi-Agent Design Information Management and Support System (MADIS) is proposed to aid the dis-
tributed engineering design organization by efficiently enabling the management of the data-information-knowledge
value chain. The proposed system employs multi-agent systems to enable interoperation among distributed re-
sources and information ontologies for knowledge sharing, reuse and integration. Consisting of a collection
of autonomous software agents able to cooperate with each other, the proposed system supports the designer’s
decision-making process in a distributed environment by facilitating the storage, retrieval, exchange and presenta-
tion of data, information and knowledge. Furthermore, cooperation among multidisciplinary design teams is aided
by flexible graphical user interfaces, a common shared knowledge base and easy access to relevant and timely
information.

2 Multi-agent systems

Software agents and Multi-Agent Systems (MAS) represent an important and fast growing area of AI and more
generally of Computer Science [4], [5]. Capable of managing the complexity inherent in software systems, MAS
represent the appropriate solution for domains in which data, control, expertise and/or resources are inherently
distributed [6].

The agents in a MAS system must coordinate their activities (to determine the organisational structure in a
group of agents and to allocate tasks and resources), negotiate if a conflict occurs and be able to communicate with
other agents. Furthermore, because agents may have different terms for the same concept or identical terms for
different concepts [7], a meaningful communication process among agents requires, besides an Agent Communi-
cation Language, a common understanding of all the concepts exchanged by agents. Ontologies [8], [9] represent
the technology to support this requirement by semantically managing the knowledge from various application
domains.
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Many research studies emphasize the need to use ontologies for domain knowledge representation in order
to meaningfully support agent interoperation [8], [9]. The study of ontologies has developed gradually from
specific needs associated with the problem of knowledge management within a computational environment and
particularly from the problem of knowledge sharing and reuse (emerged within AI) [10]. Ontologies overcome the
difficulties raised by “monolithic, isolated knowledge systems” [11], by specifying content specific agreements to
facilitate knowledge sharing and reuse among systems that submit to the same ontology/ontologies by the means
of ontological commitments [12].

3 A multi-agent design information management architecture

The overall objective of the proposed MADIS system is to support the distributed design process by managing
information, integrating resources dispersed over a computer network and aiding collaboration processes. It is
intended to design a multi-agent system composed of several interacting agent sub-systems in order to deliver
these goals. Furthermore, the information circulated within the distributed design environment will be stored in
an ontology library to enable content-related support for information management. The multi-agent approach to
distributed engineering design coupled with the use of ontologies promises to tackle important distributed design
issues such as interdisciplinary cooperation among distributed designers, exchange of design data, information and
knowledge and integration of heterogeneous software tools [10], [15].

The MADIS system employs agents for information storage and retrieval, for enhancing collaboration within a
distributed design environment and for providing a suitable interface to the user. The efficient performance of these
tasks is ensured by the cooperation process among the different kinds of agents that form the system. These agents
can be divided in four societies i.e., User management, Application management, Ontology management and Agent
interconnection and management (see Figure 1). Supporting agent interoperation, the FIPA1 agent management
ontology is part of each agent expertise. The agent communication language used is FIPA ACL, based on which
agents are able to exchange messages (of types such as request, query and inform) in order to achieve different
objectives. Furthermore, the MADIS ontology completes the expertise of the basic MADIS agents.

The agents from the user society form the interface between the system and the designer. They provide different
services to the user and respond to queries and events initiated by the user (or on behalf of the user) with the help
of the ontological agents. Each designer is served by a User Profile Manager agent, which stores and manages
the user description and preferences based on which various services are offered. This agent should learn from
the user as to improve the functionality of the system over time. Furthermore, a User Interface Controller agent
directly assists the user in his/her tasks through a graphical interface. This agent enables user access to different
services mainly based on the cooperation with the User Profile Manager agent and the ontology agent society.

The agents from the application society have the capability to retrieve information from the applications used
by the designer and forward it for storage to the ontological agents. The information circulated in the computer-
defined distributed design environment is usually available in the various proprietary applications used by the
designers to support them in their tasks. In order to make this heterogeneous information readily available to
distributed users and to semantically integrate dispersed resources, each such application is controlled through an
Application Controller agent. This agent has to be first integrated in the application served and then forward all the
information that can be extracted using the API to the ontology agent society for storage purposes. The Application
Controller agents can act autonomously to achieve their objectives or can be controlled by the user (through the
User Profile Manager) who can set different functional parameters if desired. Depending on the flexibility of the
specific API, each Application Controller agent can extract information about a number of different conceptual
structures from the current application (e.g., assembly structural information from a Catia system) and transform
it into an internal format.

The agents from the ontology society provide ontology management services. They are able to access, retrieve,
add, modify and delete information from the ontology library. Creating semantic link among the system’s archi-
tectural components, the MADIS ontology describes concepts, relationships and inference rules of the engineering
design domain. The scope of the MADIS engineering design ontology is to create a common shared understanding
of the application domain so that information and knowledge can be shared among the members of the distributed
design environment.

The ontology agent society contains different kinds of agents able to maintain (e.g., add, delete, modify) the
information structures stored in the MADIS ontology. The Ontology Manager agent supervises the ontology

1Foundation of Physical Intelligent Agents – http://www.fipa.org
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Figure 1: The MADIS agent societies

management process ensuring both the accuracy and consistency of the ontology and that requested ontology-
related services are delivered. The Ontology Broker agent manages the agents that can read the ontology (i.e., the
Ontology Reader agents) and the services provided by them. The Ontology Reader agents are mobile agents able
to read the ontology and arrange the mined information in graphical format. After the user interface containing
the requested information has been created, the Ontology Reader migrates to the initial requester agent (e.g., a
User Interface Controller agent). The Component Receiver agents have the capability of adding new instances of
specific concepts (or components) to the corresponding ontology from the MADIS ontology library.

The interconnection society contains agents that supervise and support the interoperation process among the
other MADIS agents. The main objective of this agent society is to ensure that MADIS agents are meaning-
fully interconnected. This is achieved by a System Manager agent that supervises the overall functionality of the
multi-agent system and a Directory Facilitator agent that helps MADIS agents to find the agent(s) that provides a
requested service.

The agent interactions within MADIS are vital for a successful and constructive support provided to the dis-
tributed designer. As already indicated, MADIS agents are FIPA compliant and communicate by exchanging ACL
messages. To exemplify MADIS agent interaction, Figure 2 presents the AUML protocol diagram [13] of the
User-Request-Information scenario, which occurs each time the user wants to browse or to search the MADIS
ontological instance base.

The User-Request-Information scenario involves the following main steps i.e., (1) the User Interface Controller
queries the User Profile Manager for the services provided to the user through a FIPA-QUERY protocol, (2) the
User Interface Controller queries the Ontology Manager for the concept categories available in the ontology that
can be accessed by the user, (3) the User Interface Controller requests the Directory Facilitator for the identification
of the agent that can provide the service requested by the user, (4) the User Interface Controller requests the
Ontology Broker (identified in the previous step) for the service (e.g., browse, search) needed by the user, and
(5) the Ontology Broker instantiates the appropriate Ontology Reader mobile agent that will fulfil the requested
service and will migrate back to the User Interface Controller location with the result.

4 Implementation and testing

The aim of the implementation phase is to provide a working prototype model of MADIS that can exemplify
and demonstrate the purpose and validity of the system and that can be analysed and evaluated in the testing
and validation phase [15]. The programming language selected for implementation is Java due to its rich library
of functions tackling concurrency, code portability, native support for multithreading and introspection of object
properties and methods. Furthermore, the Java Agent DEvelopment Framework (JADE) enables the implementa-
tion of agent interoperation within MADIS. The current MADIS prototype contains Application Controller agents
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Figure 2: The User-Request-Information AUML interaction protocol diagram
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integrated in a CAD tool called ProEngineer 2001. The MADIS ontology was implemented using the Resource
Description Framework (RDF) and RDF Schema (RDFS) infrastructure with the support of the Protege editor tool.

The testing phase of MADIS used the protocol analysis (PA) technique [14] to evaluate the proposed system
when used by a single designer or by a team of designers in a distributed environment to perform a given set
of tasks. The subjects were videotaped while using the system and verbalizing their thoughts or communicating
with other designers (depending on the task). The PA test results show that agent properties such as autonomy,
pro-activeness, cooperation and mobility are highly beneficial to the distributed designer during the information-
intensive problem solving process of design. Compared to traditional groupware technologies (e.g., Sametime
Document Repository), the multi-agent approach has clear potential benefits including reliability, robustness, faster
access to required information.

5 Conclusions and future work

Including the phases of system specification, design, implementation and testing, the development of the pro-
posed Multi-Agent Design Information Management and Support System (MADIS) addresses the key information
needs of distributed collaborative engineering design. The MADIS multi-agent system employs cooperating agents
that can support the user through learning, autonomous agents for information retrieval, mobile agents to address
various designer needs, web interfaces for easy access to design knowledge and ontologies for semantic manage-
ment of design information structures. Offering computational efficiency, dependability and flexibility, multi-agent
systems coupled with ontologies represent a promising approach to support the design process in a distributed col-
laborative design environment facilitating interoperation among distributed resources, interdisciplinary cooperation
and information sharing.

Further research into the areas of human-computer interaction, human designer and semantic web can poten-
tially deliver many benefits and major improvements for the application of AI technologies to distributed engineer-
ing design. Future work should also focus on the extension of MADIS to an intelligent system that supports and
improves the distributed engineering design process and also has the capability to trigger designers creativity and
encourage new ideas and perspectives.
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Performance Study of Receiver Diversity Techniques in 802.11a WLANs

Ligia Chira, Tudor Palade

Abstract: Our analysis is performed in the context of a study of adaptive radio techniques,
in the attempt to improve link availability and transmission quality of broadband wireless
systems, and especially to achieve an efficient use of radio resources. We have established
our focus on spatial diversity techniques, and this paper presents a performance analysis of
receiver combining techniques for indoor multipath scenarios, in the particular case of an
802.11a PHY. Even if a performance hierarchy of these techniques is established - based
on diversity gain improvement - we wanted to see which combining technique is better for
a particular scenario. The detailed observations will enable us to set the premises for new
adaptive techniques or adaptive combinations.

Keywords: space diversity, receiver combining, multipath propagation, 802.11a PHY.

1 Introduction

The context of our analysis is a study of adaptive techniques used in current wireless systems. The extreme
variability of wireless channels demands that adaptivity be the one constant feature of high-performance systems
[1].

The variability of wireless channels presents both challenges and opportunities in designing multiple access
communication systems. To maximize throughput for a given power budget, the link must adapt to the actual
channel conditions, changing the transmitter power level, antenna beam pattern, equalizer settings, and possibly
the symbol rate and constellation size [1].

We have established our focus on physical and link layer adaptation, and we have identified the adaptive po-
tential of receiver combining techniques. Providing services in NLOS (Non Line-of-Sight) conditions relies on
using the multipath signals to an advantage. The 802.11a simulation platform [2] that we have used in our stud-
ies, already benefits from the advantages of OFDM (Orthogonal Frequency Division Multiplexing)- high spectral
efficiency, resilience to RF interference, and lower multipath distortion. The ability to efficiently overcome delay
spread, multipath, and ISI allows for higher data rate throughput.

Spatial diversity techniques are efficient in fighting multipath propagation effects and we will show how this
can be achieved in the particular case of the 802.11a PHY. Diversity gains evaluated for different data rates are
reported in [3], for eight antennas. Switch diversity is reported to provide a gain of up to 2 dB - corresponding
to a 20% range improvement. For Selection Diversity, the gain lies between 7-9 dB, meaning 50% system range
improvement. Maximal Ratio Combining provides an even higher diversity gain, 12-16 dB depending on the
chosen data rate, and the system range is improved with up to 100%.

2 Receiver Combining Techniques

There are several types of receiver diversity combiners, with different implementation complexity and overall
performance. We have tested four of them: Threshold Combining (ThC), Selection Diversity Combining (SDC),
Maximal Ratio Combining (MRC), and Equal Gain Combining (EGC), and this paper presents the analysis of the
first three, with a focus on ThC.

In Threshold Combining (ThC) the received signals are scanned in a sequential order, and the first signal with
a SNR level above a certain threshold is selected. This signal is used as long as its SNR is higher than the threshold
value. When it falls below the threshold the selection process is reinitiated. With only two-branch diversity this is
equivalent to switching to the other branch when the SNR on the active branch falls below SNRth. This method is
called switch and stay combining (SSC) [4]. Since the SSC does not select the branch with the highest SNR, its
performance is between that of no diversity and ideal Selection Combining [4].

In Selection Diversity Combining (SDC), the SNRs of the received signals are continuously monitored so that
the output of the combiner has a SNR equal to the maximum SNR of all the branches. SDC does not require
co-phasing of multiple branches since only one branch output is used. To work properly each antenna branch
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must have relatively independent channel fading characteristics. To achieve this, the antennas are either spatially
separated, use different polarization, or a combination of both.

In Maximal Ratio Combining (MRC) each signal is given a gain proportional to the ratio between the fading
amplitude and the noise power. This technique proposes a means of combining the signals from all receiver
branches, so that signals with a higher received power have a larger influence on the final output. Since the signals
are summed they must have the same phase to maximize performance. This requires not only separate receivers
but also a co-phasing and summing device.

Equal Gain Combining (EGC) is a type of MRC. The weighting is equal, the weights are all set to the same
value and are not changed after that. Then the signals are co-phased before the summation process just like in MRC.
Equal gain combining is used for non-coherent systems when it is difficult to obtain accurate channel estimates
(e.g., a fast frequency-hopped system). Its performance is not much better than selection diversity, but it may be
used even for quickly changing channels. A separate receiver is required for each antenna, since the combining
takes place after demodulation [1].

3 Simulation-based analysis

Our study is focused on indoor multipath propagation scenarios, in dispersive fading conditions. Simulation
settings include 3 to 12-path scenarios.

The channel block of the 802.11a PHY platform, which is a multipath Rayleigh channel, allows the setting of
delays and gains for each path. According to the standard [5] we have chosen the indoor specification with delays
between 40ns and 200ns.

The platform employs a link adaptation scheme wherein we select the best coding rate and modulation scheme
based on channel conditions. The Adaptive Modulation Control block adapts the transmission to channel variations
by switching between the available modulation schemes: BPSK (1/2, 3/4), QPSK (1/2, 3/4), 16QAM (1/2, 3/4),
64QAM (2/3, 3/4) according to the 802.11a PHY specifications. As the channel quality becomes poorer, the type
of modulation changes to a more robust one. All mandatory and optional data rates are available: 6, 9, 12, 18, 24,
36, 48, and 54 Mbps.

Other simulation settings are: the symbol period, 0.08us, the number of OFDM symbols per block, 20 symbols,
the number of OFDM symbols in the training sequence, 4 symbols, the hysteresis factor for adaptive modulation,
3 dB, the Viterbi traceback depth, 34, and the maximum Doppler shift, 50 Hz.

Figure 1 synthesizes the simulation results for reference scenarios, when no combining is used, for up to 12
propagation paths. As the number of propagation paths is increased the overall performance degrades. We can
notice that the main problem are the high PER (Packet Error Rate) values obtained when simulating a higher
number of paths and especially the fact that the non-zero PER values tend to last longer. Operation limiting values
for these parameters have been established in [6].

 

Number  
of propagation  
paths 

Mean SNR 
[dB] 

Mean Bit Rate 
[Mbps] 

Mean PER 
[%] 

2 24.83 37       [24-54] 4 
3 23.7 34       [24-36] 7.82 
4 23.7 33.5    [24-36] 8.2 
6 23.1 32       [24-36] 5.72 
8 22.84 30.7    [24-36] 6.48 
10 22.6 30.35  [24-36] 6.81 
12 22.84 31.33  [24-36] 7.34 

Figure 1: Simulation results for reference scenarios (2 to 12 propagation paths)

Figure 2 presents a comparison of reference simulation values and values obtained for three combining tech-
niques: ThC, SDC, and MRC. The notations ThC2, ThC3, ThC4, SDC2, SDC3, MRC3 contain the name of the
technique and the number of receive antennas. SNRth is the SNR threshold value which can be set for ThC, and
which greatly influences the performance of the combining technique. The right brackets indicate that the bit rate
values are concentrated in that interval.
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Receiver  
Combining Technique 

Mean SNR 
[dB] 

Mean Bit Rate 
[Mbps] 

Mean PER 
[%] 

None 2 paths 24.83 37       [24-54] 4 
None 3 paths 23.7 34       [24-36] 7.82 
None 4 paths 23.7 33.5    [24-36] 8.2 
ThC2 SNRth=10dB 27.4 43.8 0.9 
ThC3 SNRth=10dB 27.7 44.5 0.66 
ThC4 SNRth=10dB 27.5 43.86  [36-48] 0.9 
SDC2 27.75 44.5 0.12 
SDC3 24 35 0.27 
MRC3 21.75 29       [24-36] 0.77 

 

Figure 2: Simulation results for three combining techniques

Looking at the fourth column in figure 2 we can notice that receiver combining techniques improve perfor-
mance in terms of PER, thus ensuring a higher link availability and reliability. Figure 3a clearly illustrates the
improvement in PER when using one of the receiver combining techniques.

SDC and MRC are the schemes that ensure the lowest PER. When using ThC all the monitored parameters
are influenced by the selected SNR threshold value and we will discuss this in the next paragraphs. SDC has the
advantage that it selects the actual best signal in terms of received power, and not merely the first one that meets a
certain criteria.

SDC has the advantage of ensuring a low PER and the disadvantage of moderate bit rates (fig.3b), compared to
those provided by ThC, because this technique performs the calculations on the low SNR branches too, and does
not cancel them like ThC does. Still SDC outperforms ThC in terms of overall diversity gain and coverage.

 

a) b) 

Figure 3: a) Mean PER using combining techniques for a 3-path scenario; b) Mean bit rate using combining
techniques for a 3-path scenario

We can notice that the highest bit rates are obtained when using ThC (fig.3b), as this technique cancels the poor
SNR branches according to its threshold. Threshold combining enables high bit rates (in the range of 36-54Mbps),
and brings significant improvement in terms of PER also. Choosing the threshold value is a compromise between
bit rate and PER values. A major drawback of ThC is that some other branches may have an even better SNR than
the chosen branch, and still they can be suppressed. To mitigate this disadvantage, an optimised threshold has to
be found.

We found it very interesting to analyse the influence of the number of receive antennas and of the threshold
value on ThC performance. Figure 4 contains the simulation results for several scenarios in this respect.

We can notice that a higher threshold (e.g. 15-20dB) ensures high bit rates but we still get rather high PER
values - a mean of 2-7%, because weaker branches are ignored even if they could be useful in that particular
difficult situation. What may seem an advantage - the fact that a very low SNR branch does not influence the
output of the receiver, as only one branch at a time is selected - could turn into a disadvantage when the link
quality gets very poor and there is no better branch to choose. A lower threshold seems to get both advantages:
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Receiver Combining 
technique 

Mean 
SNR 
[dB] 

Mean Bit 
Rate 
[Mbps] 

Mean 
PER 
[%] 

2 paths 24.83 37       [24-54] 4 
3 paths 23.7 34       [24-36] 7.82 

None  

4 paths 23.7 33.5    [24-36] 8.2 
ThC2 SNRth=10dB 27.4 43.8 0.9 

SNRth=25dB 28.7 50.7    [48-54] 24.3 
SNRth=20dB 28 46       [36-54] 5.88 
SNRth=15dB 28 45 1.9 
SNRth=10dB 27.7 44.5 0.66 

ThC3 

SNRth=5dB 27.58 44.2 0.26 
SNRth=20dB 28 46.5    [36-54] 6.83 
SNRth=15dB 27.5 44       [36-48] 2.27 
SNRth=10dB 27.47 43.86  [36-48] 0.9 

ThC4 

SNRth=5dB 27.5 44 0.19 

Figure 4: ThC performance function of the number of receive antennas and value of the SNR threshold

high bit rates - a mean of 44-45Mbps - and low PERs - a mean of 0.19-2.27% - meaning less frequent and less high
PER rise.

Figure 5a illustrates the influence of the chosen threshold on the achieved bit rate.
For the 3-path scenario it can be noticed that a high SNR threshold (e.g. 25dB) ensures higher bit rates, all in

the range of 48-54 Mbps (fig 4). The problem is that the PER values obtained when applying this threshold are
unacceptable - a mean of 24.3%, (fig 4, fig. 5b). This is only normal because many potentially useful signals are
cancelled just because their SNR is under this high threshold. A low SNR threshold (e.g. 5dB) still enables high
bit rates - a mean of 44.2 Mbps, and at the same time very good PERs -a mean of 0.26%, and a maximum of 16%.

 

a) b) 

Figure 5: a) Mean bit rate function of SNR threshold value for 3-path Threshold Combining; b) Mean PER function
of SNR threshold value for 3-path Threshold Combining

4 Conclusions

Our simulations show that receiver combining techniques improve performance in terms of PER, thus ensuring
a higher link availability and reliability. The performance of the diversity combiners increases with the number
of antennas, but not linearly, and will eventually stop growing beyond a certain number of antennas. The highest
gain is obtained by passing from a non-diversity scheme to a two-branch spatial diversity scheme. Increasing the
number of branches from two to three will yield a much lower gain then by switching from one to two branches
and in general increasing the number of receivers yields less significant SNR gain improvement.
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SDC and MRC are the schemes that ensure the lowest PERs. When using ThC all the monitored parameters
are influenced by the selected SNR threshold value.

The MRC technique is more efficient in the case of non-dominant-path scenarios where the SNR values of the
various propagation paths are similar. Also, this technique is more suited for uplink implementation in the base
station receiver.

SDC yields better results for dominant-path scenarios and has the advantage of ensuring a low PER and the
disadvantage of moderate bit rates, compared to those provided by ThC, because this technique performs the
calculations on low SNR branches too, and does not cancel them like ThC does. Still SDC outperforms ThC in
terms of overall diversity gain and coverage.

In case we use the ThC technique for a dominant-path scenario the SNR threshold value should be chosen
very carefully, otherwise we risk to cancel the dominant path. Threshold combining enables high bit rates (in
the range of 36-54Mbps), and brings significant improvement in terms of PER. Choosing the threshold value is a
compromise between bit rate and PER values. A major drawback of ThC is that some other branches may have
an even better SNR than the chosen branch, and still they can be suppressed. To mitigate this disadvantage, an
optimised threshold has to be found. We have analysed the influence of the number of receive antennas on ThC
performance and we have obtained the lowest PER values, and still high bit rates, for ThC4. We have also analysed
the way the SNR threshold influences the bit rate and PER performance of the ThC technique, and we can conclude
that a lower threshold enables both high bit rates and low PERs.
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A Parallel FIFO Preflow Algorithm for the Minimum Flow Problem

Laura Ciupală, Eleonor Ciurea

Abstract: In this paper, we describe a parallel implementation of the sequential FIFO pre-
flow algorithm for the minimum flow problem. The sequential algorithm was described by
Ciurea and Ciupală (2004) in [8] and runs in O(n3) time. Our parallel algorithm runs in
O(n2 logn) time on a n- processors PRAM.

Keywords: Network flow; Network algorithms; Minimum flow problem; Parallel algorithms.

1 Introduction

The literature on network flow problem is extensive. Over the past 50 years researchers have made continuos
improvements to algorithms for solving several classes of problems. From the late 1940s through the 1950s,
researchers designed many of the fundamental algorithms for network flow, including methods for maximum flow
and minimum cost flow problems. In the next decades, there are many research contributions concerning improving
the computational complexity of network flow algorithms by using enhanced data structures, techniques of scaling
the problem data etc.

There are many problems that occur in economy that can be reduced to minimum flow problems. Although
it has its own applications, the minimum flow problem was not treated so often as the maximum flow and the
minimum cost flow problem.

The minimum flow problem in a network can be solved in two phases:
(1) establishing a feasible flow, if there is one
(2) from a given feasible flow, establish the minimum flow

The problem of determining a feasible flow can be reduced to a maximum flow problem (for details see [1]).
For the second phase of the minimum flow problem there are three approaches:

1. using decreasing path algorithms (see [8], [9])

2. using preflow algorithms (see [8], [9])

3. finding a maximum flow from the sink node to the source node in the residual network (see [3], [6]).

The preflow algorithms for the minimum flow are more efficient than the decreasing path algorithms. In [8],
Ciurea and Ciupală presented a generic preflow algorithm that runs in O(n2m) time and two special implementa-
tions of it: FIFO preflow algorithm that runs in O(n3) time and highest preflow algorithm that runs in O(n2√m)
time.

For the maximum flow problem there are several parallel preflow algorithm (see [11], [12], [16], [17]), but
there is only one parallel algorithm for establishing a minimum flow (see [8]).

In this paper, we describe a parallel implementation of the FIFO preflow algorithm that runs in O(n2 logn) time
on a n- processors PRAM.

2 Notation and definition

We consider a capacitated network G = (N,A, l,c,s, t) with a nonnegative capacity c(i, j) and with a nonnega-
tive lower bound l (i, j) associated with each arc (i, j) ∈ A. We distinguish two special nodes in the network G : a
source node s and a sink node t.

Let N = {1,2, ...,n}, |A|= m and c = max{c(i, j) |(i, j) ∈ A}.
A flow is a function f : A→ R+ satisfying the next conditions:

f (i,N)− f (N, i) =

⎧⎨
⎩

v, i = s
0, i �= s, t
−v i = t

(1.a)

l(i, j)≤ f (i, j)≤ c(i, j), ∀(i, j) ∈ A, (1.b)
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for some v≥ 0, where

f (i,N) = ∑
j |(i, j)∈A

f (i, j)

and

f (N, i) = ∑
j |( j,i)∈A

f ( j, i) .

We refer to v as the value of the flow f .
The minimum flow problem is to determine a flow f for which v is minimized.
For the minimum flow problem, a preflow is a function f : A→ℜ+ satisfying the next conditions:

∑
y

f (x,y)−∑
y

f (y,x)≤ 0, x ∈ N \{s, t} (2.a)

�(x,y)≤ f (x,y)≤ c(x,y). (2.b)

Let f be a preflow. We define the deficit of a node x ∈ N in the following manner:

e(x) = ∑
y

f (x,y)−∑
y

f (y,x). (3)

Thus, for the minimum flow problem, for any preflow f , we have e(x)≤ 0, x ∈ N \{s, t}.
We say that a node x ∈ N \{s, t} is active if e(x) < 0 and balanced if e(x) = 0. We adopt the convention that

the source node and the sink node are never active.
A preflow f for which

e(x) = 0, x ∈ N \{s, t}
is a flow. Consequently, a flow is a particular case of preflow.

For the minimum flow problem, the residual capacity r(i, j) of any arc (i, j) ∈ A, with respect to a given flow
f , is given by r(i, j) = c( j, i)− f ( j, i)+ f (i, j)− l(i, j). By convention, if ( j, i) /∈ A then we add arc ( j, i) to the
set of arcs A and we set l ( j, i) = 0 and c( j, i) = 0. The residual capacity of the arc (i, j) represents the maximum
amount of flow from the node i to node j that can be cancelled. The network Gf = (N,Af ) consisting only of the
arcs with positive residual capacity is referred to as the residual network (with respect to preflow f ).

In the residual network Gf , the distance function d : N→N with respect to a given preflow f is a function from
the set of nodes to the nonnegative integers. We say that a distance function is valid if it satisfies the following
conditions:

d(s) = 0

d( j)≤ d(i)+1, for every arc(i, j) ∈ Af .

We refer to d(i) as the distance label of node i.

Lemma 2.1.[8] (a) If the distance labels are valid, the distance label d(i) is a lower bound on the length of the
shortest directed path from node s to node i in the residual network.

(b) If d(t)≥ n, the residual network contains no directed path from the source node to the sink node.

We say that the distance labels are exact if for each node i,d(i) equals the length of the shortest path from node
s to node i in the residual network.

We refer to an arc (i, j) from the residual network as an admissible arc if d( j) = d(i) + 1; otherwise it is
inadmissible.
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3 Parallel algorithm

The sequential FIFO preflow algorithm for the minimum flow problem developed in [8] is a specific imple-
mentation of the generic preflow algorithm for the minimum flow problem ([8]), that examines the active nodes
in FIFO order. The active nodes are maintained in a queue. The node examinations are partitioned into different
phases. The first phase consists of node examinations for those nodes that become active during initializations. The
second phase consists of node examinations of all the nodes that are in the queue after the algorithm has examined
the nodes in the first phase. The third phase consists of node examinations of all the nodes that are in the queue
after the algorithm has examined the nodes in the second phase and so on.

The parallel FIFO preflow algorithm for the minimum flow problem, like the sequential algorithm, works in
phases. But, it examines all nodes in a phases at a time.

Our parallel implementation of the FIFO preflow algorithm uses the following parallel pefix operations:

1. Given q≤ n numbers d(i1), d(i2), ..., d(iq) compute the minimum of these numbers.

2. Given q≤ n numbers g(i1), g(i2), ..., g(iq) compute the prefix sums G(i1) = g(i1), G(i2) = g(i1)+g(i2), ...,
G(iq) = g(i1)+g(i2)+ ...+g(iq).

3. Given a number e and q ≤ n numbers G(i1), G(i2), ..., G(iq) such that G(i1) ≤ G(i2) ≤ ... ≤ G(iq) ≥ e
determine the minimum index w such that G(iw)≥ e.

These operations can be performed in O(logn) using n/ logn processors (for details see [2], [10]).
The parallel implementation of the FIFO preflow algorithm is the following:

Parallel FIFO preflow algorithm;
begin
let f be a feasible flow in network G;
compute the exact distance labels d(·) in the residual network Gf by
applying the BFS parallel algorithm from the source node s;

if t is not labeled then f is a minimum flow
else

begin
for each arc (i, t) ∈ A do in parallel f (i, t) := l(i, t);
d(t) := n;
while the network contains an active node do
begin

for all active nodes j do in parallel
begin

k j := 0;
for all admissible arcs (i, j) do in parallel
begin

k j := k j +1;
g j(k j) := r(i, j);

end;
determine in parallel the prefix sums Gj() of g j();
if Gj(k j) <−e( j) then
begin

for all admissible arcs (i, j) do in parallel
pull r(i, j) units of flow from node j to node i;

determine in parallel d( j) = min{d(i) | (i, j) ∈ Af }+1;
end
else begin

determine in parallel the minimum index w such that
Gj(w)≥−e( j);

for first w−1 admissible arcs (i, j) do in parallel
pull r(i, j) units of flow from node j to node i;

let (i, j) be the w-th admissible arc entering in j;
pull min{Gj(w)− e( j),r(i, j),r + e(i)} units
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of flow from node j to node i
end;

end
update in parallel the node deficits;

end
end

end.

To analyze the complexity of the parallel algorithm, we recall that the sequential algorithm performs O(n2)
phases (see [8] for details). Since our parallel algorithm effectuates all node examinations in a phase at a time,
its complexity is O(n2) times the time needed for the parallel examination of nodes. Since the sequential FIFO
preflow algorithm for the minimum flow problem runs in O(n3) time, in order to obtain an optimal cost parallel
algorithm, we cannot use more than O(n) processors and we have assign the work to processor in such a way that
most processors are busy most of the time. For this, we will use partial sum trees. We associate with each node
j two partial sum trees: in− tree( j), whose leaves correspond to the arcs entering into node j and out− tree( j),
whose leaves correspond to the arcs out-coming from node j. Using the partial sum trees, the algorithm can
perform the operations of pulling flow and relabeling nodes that occur in the parallel examination of all nodes in a
phase in O(logn) time using n processors. Thus, we have establish the following result:
Theorem 4.1. On a PRAM with n processors, the parallel FIFO preflow algorithm runs in O(n2 logn) time.

4 Summary and Conclusions

In this paper, we developed a parallel implementation of the FIFO preflow algorithm for the minimum flow
problem. Our parallel algorithm examines all active nodes in a phases at a time and runs in O(n2 logn) time on a
PRAM with n processors.

Further research ideas: parallel implementations might be used to speed up other sequential minimum flow
algorithms and to solve more quickly other classes of network flow problems, for example minimum cost flow
problems, dynamic flow problems etc.
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Proceedings of ICCCC 2006, Băile Felix - Oradea, Romania
pp. 140-145

A Programme Product for Solving Linear Optimization Problems

Moise Cocan

Abstract: The paper presents a new educational software product for learning simplex, dual
simplex and revised simplex algorithms, from both the theoretical and applicative viewpoints.
The developed software product is endowed with a particularly user-friendly interface. The
applications illustrate these aspects.

Keywords: software product, dual simplex, revised simplex

1 Introduction

The Simplex application developed in Visual basic 6.0 offers the possibility of learning and applying solving
modalities of linear programming problems by means of the simplex algorithm. The programme implements the
three known variants of the simplex algorithm:

• two-phase simplex algorithm;

• dual simplex algorithm;

• revised simplex algorithm.

The most important facilities made available by the Simplex application are:

• solving of linear programming problems by the three known variants of the simplex algorithm: two-phase
simplex, dual simplex and revised simplex;

• step-by-step simulation of the running of the algorithm designed for identifying the solutions of the problem;

• providing of a full report on the running of the linear programming problem solving algorithm;

• (verifying of the obtained solutions by matching against the data of the problem;

• visualisation of a geometrical interpretation of the problem in the 2D case, that is for two variable linear
programming problems, the two-phase algorithm;

• automatic saving and loading of the data of the problem from files stored on the computer disk;

• providing a complete help facility, describing the utilisation of the application.

In order to successfully use the Simplex programme, the following hardware requirements need to be satisfied:

• Windowsl’ 95/98 or NT on Intel platform;

• minimum 8 Mb RAM;

• VGA, SVGA or compatible video board (set on minimum 256 colours);

• approximately 10 Mb free HDD (hard disk) space;

• optionally a printer (for result printouts).

2 The model of the optimisation problems solvable with the proposed
product

The used linear programming problems have the following general form:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

opt (c1x1 + c2x2 + ...+ cnxn)
a11x1 +a12x2 + ...+a1nxnρ1b1

.................................................
am1x1 +am2x2 + ...+amnxnρmbm

xi ≥ 0, i = 1,n

(1)
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3 Solving of the problems

In order to specify a problem in its entirety, the following data need to be entered: the number of variables
and the number of restrictions; the coefficients of the objective function; the type of the problem (minimum or
maximum problem); the coefficients of the restrictions as well as their free terms; the operator associated to each
restriction individually (<=,=,>=).

In order to enter the data of a linear programming problem via the keyboard, one of the windows pulling
the simplex algorithms is activated. The first step is to enter the number of variables as well as the number of
restrictions of the problem, as in the figure below:

Figure 1: The number of variables and the number of restrictions

The type of the problem is specified (minimum or maximum problem):

Figure 2: The type of the problem

In order to complete the entering of the problem, further the coefficients of the objective function, the coeffi-
cients of the restrictions, the free terms, as well as the operators associated to the restrictions need to be entered
(see figure 3).

Figure 3: Specification of the data of the problem

If previously a problem has been entered manually and saved on the PC disk, this can be automatically loaded
by pressing the Load (Încarca) key or by pressing F3.

A dialogue window as shown in figure 5 will open.
The three extensions used by the programme are:

• spx: for saved two-phase simplex problems;

• spd: for saved dual simplex problems;

• spr: for saved revised simplex problems.

The file format is identical for all the three extensions, thus regardless of the selected simplex window (two-
phase, dual or revised) any file can be used to load a problem. The problem is saved in a file on the PC disk by
pressing the Save (Salveaza) key or F2. A dialogue window will open as the one shown in figure 6, requiring a file
name.
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Figure 4: Load and Save Window

Figure 5: Automatic loading of a problem

Figure 6: Saving the data of a problem
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In order to solve a linear programming problem entering (manually or from a file) of the problem data is
required. Each window of the algorithm has at least two sections: Problem data and Algorithm running, as shown
in figure 7.

Figure 7: Sections of the simplex window

For the two-phase simplex algorithm, the simulation table of the respective section is shown in figure 8.

Figure 8: Simulation table of the two-phase simplex algorithm

In order to activate the running of the simplex algorithm, the Solve problem (Rezolva problema) key is pressed,
or alternately F5. In the algorithm running section a simulation table will appear featuring the respective calcula-
tions (see figure 9).

Figure 9: Simulation table

It can be noticed that the cells of the table are marked with different colours symbolising the contained type of
information. The running of the algorithm can be stopped by pressing Esc or by activating the Close (Închide) key.
The inquiry appears, whether the running of the algorithm should be cancelled or not.

4 Visualisation of the problem results

Upon completion of the algorithm the result is displayed in a dialogue window as shown in figure 10. The
results can be a single optimum, a multiple optimum, infinite optimum or problem without programmes.

For a detailed report the Report (Raport) key will be pressed. The report window opens, wherefrom the solving
detailed can be copied, saved or printed.

5 Geometrical interpretation of linear programming problems with two
variables

The two-phase variant of the simplex algorithm offers for the category of two variable linear programming
problems the possibility of graphic visualisation of the solving of the problem, which can support an intuitive
verification of the obtained solutions, but most importantly visualises the domain of programmes given by the
system of restrictions of the problem. Thus it suffices to load a two variable linear programming problem, solve it
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Figure 10: Result of a linear programming problem

and then activate the Geometrical interpretation (Interpretare grafica) section. By pressing the Graphic visualisation
key the graphic visualisation window shown in figure 11 will open

Figure 11: Graphic representation of the problem domain

6 Additional facilities

A first additional facility offered by the Simplex programme is the simultaneous solving of several problems,
the working surface being a multi-window one (see figure 13).

Figure 12: Multi-window in Simplex program

For rapid utilisation the programme offers a number of shortcut keys assigned to the commands. The table
below lists the available shortcut keys: Key Action:
ESC Closes the active window
F1 Help
F2 Save problem
F3 Load problem
F5 Run simplex algorithm
F6 Verify obtained solutions.
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7 Example

In figure 13 we present an example of linear programming problem.

Figure 13: Linear programming problem
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Using Centrality Indices in Ant Systems
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Abstract: Lately, much attention has been posited on evolutionary strategies that bring
together self-organizing systems and nature selection inspired methods. Among these, Ant
Colony Optimization algorithms have been suggested by the foraging behaviour of real ants.
They can solve any optimization problem involving complex and heterogenous nodes, so
these algorithms have been used to obtain solutions for many real-world problems. This paper
presents some conclusions on introducing centrality indices as heuristics in Ant Systems.
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1 Introduction

Swarm intelligence is a relatively new discipline that deals with the study of self-organizing processes both
in nature and in artificial systems. Algorithms inspired by these models have been proposed to solve difficult
computational problems.

A particularly successful research direction in swarm intelligence is Ant Colony Optimization (ACO), the
main focus of which is on discrete optimization. ACO has been applied successfully to a large number of difficult
problems including travelling salesman problem, the quadratic assignment problem, scheduling, vehicle routing.

The Traveling Salesman Problem (TSP) is a popular problem in the AI community, since it is simple to un-
derstand and very difficult to solve (NP-hard) at the same time. A salesman needs to complete a tour of a certain
number of cities, using the most efficient path possible. He can travel from any city to any other city, but must visit
each city once and only once.

In [4] the authors introduced Ant Systems (AS), the first ACO algorithms, using the frame of TSP. The simpliest
AS works as follows: ants, placed in the vertices of the complete graph G=(V,E) determined by the cities, make a
number of tours starting from a random city, depositing pheromones as they go. At the time t, when placed in city
i, an ant k picks its next destination city j, according to the following probability:

pk
i j(t) =

⎧⎨
⎩

[τi j(t)]α [ηi j ]β

∑r∈Ak(t)[τir(t)]α [ηir ]β
i f j ∈ Ak(t)

0 otherwise
(1)

where Ak(t) is the set of the permitted nodes for the k-th ant at the moment t. The elements of this probability are
the following:
i. The visibility ηi j = 1

di j
, di j being the distance between i and j. The closest i and j are, the bigger the visibility is.

ii. The trail τi j(t) models the quantity of pheromones on the edge (i, j) at the moment t.
iii. α and β are two parameters that measure the importance of the pheromone trail versus visibility.

After a tour is completed, an ant deposits a certain amount of pheromone on each edge of the graph, depending
on how much the ant travelled during its tour. Shortest tours lead to more pheromone being deposited. A certain
amount of pheromone will also decay, causing older solutions to fade away and be replaced by new ones.

AS and subsequent versions of them do not necessarily find the optimal solution, but are effective in finding
good solutions in a reasonable number of iterations.

2 Introducing centrality indices

The idea behind the expression of pk
i j(t) is that this probability grows if j is closer to i and if the pheromone

trail on the edge (i, j) has been previously enforced. Starting from this natural approach, we thought of introducing
some centrality indices [1] in formula (1). The intuition about a centrality index is that it denotes an order of
importance on the vertices of a graph, by assigning real values to them.

Using this supplementary information, a new element of control can be used to improve the search of the
optimal solution.
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Three centrality indices have been used:
i. The centroid value. The centroid value of a vertex x ∈ V measures the advantage of the vertex x compared to
other vertices and is defined as

cen(x) = min{ f (x,y),y ∈V − x} (2)

where f (x,y) = gx(y)−gy(x), gx(y)= |{z ∈V : d(x,z) < d(y,z)}|.
ii. The degree. The centrality degree of a vertex is determined by the number of its neighbors. The degree of a
vertex x ∈V (reffereed in [2] as closeness) is

deg(x) = sumy∈V d(x,y) (3)

iii. The eccentricity. The eccentricity of a vertex x ∈V is the maximum distance to any other vertex y ∈V :

ecc(x) = max{d(x,y),y ∈V} (4)

3 Results of the experiments

The three centrality-based AS have been tested on three benchmark problems:
eil51 (in TSPLIB, http://iwr.uni_heidelberg.de/groups/comopt/software/TSPLIB95/tsp/)
wi29 and xqf131 (from http://www.tsp.gatech.edu)
Let ind be any of the centrality indices (2), (3), (4). The values are computed for every x ∈V and ascendingly

sorted in the array sind . For each of the three indices, two heuristics have been implemented. When an ant is
placed in node i, the node j to move to is chosen according to the visibility ηi j , that is defined as follows:
A. The inverse of

di j∗ | ind( j) |
and in this case, the choice of node j is guided by the "importance" of node j, which is reflected in the absolute
value of ind(j).
B. The inverse of

di j∗ | sind(i)− sind( j) |
and in this case the distance (in the array sind ) between nodes i and j is taken into account.

The results of the experiments are presented into the following tables.
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Problem Nodes Optimum Time (s) A Method B Method
wi29 29 27603.0 3 min: 37.49 min: 75.59

average: 40.66 average: 79.08
eil51 51 429.98 10 min: 18.61 min: 49.62

average: 21.40 average: 54.89
xqf131 131 564.0 170 min: 27.12 min: 99.31

average: 29.18 average: 102.53

Table 1. Results for the cen index

Problem Nodes Optimum Time (s) A Method B Method
wi29 29 27603.0 3 min: 27.23 min: 44.99

average: 29.48 average: 49.95
eil51 51 429.98 10 min: 6.57 min: 66.32

average: 7.76 average: 69.54
xqf131 131 564.0 170 min: 8.91 min: 68.56

average: 9.68 average: 71.83

Table 2. Results for the deg index

Problem Nodes Optimum Time (s) A Method B Method
wi29 29 27603.0 3 min: 27.66 min: 32.45

average: 29.90 average: 34.56
eil51 51 429.98 10 min: 7.03 min: 75.17

average: 7.81 average: 80.46
xqf131 131 564.0 170 min: 10.20 min: 83.21

average: 10.83 average: 91.64

Table 3. Results for the ecc index

The values in the columns corresponding to heuristics A and B represent the minimum (first value) and the mean
(second value, over ten executions) of the distances between the solutions obtained with the AS and the optimum
solutions.

4 Conclusions

As one can observe, the best results have been obtained for the large problems, with method A, while method
B leads to solutions far away from the optimal one. Future work on this approach implies tests of method A on
even larger problems also considering the structure of these problems. On highly different problems, the method
could lead to interesting results, depending on the graph topology.
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Telemonitoring System for Complex Telemedicine Services
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Abstract: In spite of decreased mortality, coronary artery disease still remains the leading
cause of death almost all over the world. The existence of silent myocardial ischemia empha-
sizes the need for monitoring of the asymptotic patient. Extended patient monitoring during
normal activity has become increasingly important as a standard preventive cardiological pro-
cedure for detection of cardiac arrhythmias, transient ischemic episodes and silent myocardial
ischemia. Existing holter devices mostly record “24 hour activity" and then perform off-line
record analysis, so they are not real-time. A telemonitoring network devoted to medical tele-
services will enable the implementation of complex medical teleservices (teleconsulations,
telemonitoring, homecare, urgency medicine, etc.) for a broader range of patients and med-
ical professionals, mainly for family doctors and those people living in rural or isolated re-
gions. Thus, a multimedia, scalable network, based on modern IT&C paradigms, will result.
A first attempt for real-time electrocardiogram (ECG) acquisition, internet transmission and
local analysis was already successfully done for patients monitoring.

Keywords: cardiology, telemedicine, telemonitoring

1 Introduction

In spite of decreased mortality, coronary artery disease still remains the leading cause of death almost all over
the world. The existence of silent myocardial ischemia emphasizes the need for monitoring of the asymptotic
patient. Extended patient monitoring during normal activity has become increasingly important as a standard
preventive cardiological procedure for detection of cardiac arrhythmias, transient ischemic episodes and silent
myocardial ischemia. Existing holter devices mostly record “24 hour activity” and then perform off-line record
analysis, so they are not real-time.

Figure 1: Medical telemonitoring network - general structure

The task may also be achieved by telemedicine (enabling medical information-exchange as the support to
distant-decision-making) and telemonitoring (enabling simultaneous distant-monitoring of a patient and his vital
functions), both having many advantages over traditional practice. A telemonitoring network (Fig.1) devoted
to medical teleservices, will enable the implementation of complex medical teleservices for a broader range of
patients and medical professionals, mainly for family doctors and those people living in rural or isolated regions.

Doctors can receive information that has a longer time span than a patient’s normal stay in a hospital and
this information has great long-term effects on home health care, including reduced expenses for health care.
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Physicians also have more accessibility to experts, allowing the physician to obtain information on diseases and
provide the best health care available. Moreover, patients can thus save time, money and comfort.

As for patient monitoring, we propose the development of a flexible environment based on an acquisition
module and an embedded system for real-time biosignals processing and transmission through Internet, GPRS/3G
(mobile telephony) or radio networks already existing in each Romanian county.

2 Materials and methods

Our telemedicine module is based on an ECG / biosignal acquisition module and an embedded system, for
real-time signal processing and transmission through Internet (Figure 2). The telemonitoring system is built by
using custom developed hardware, open-source and application software.

For instance, the monitoring device could be used either for acquisition of anomalous ECG sequences (e.g.
with arrhythmic events, ST segment deviation, etc.) and storing to a compact flash memory, as a warning device
during normal activity, or an exercise stress test.

The hardware part is mainly based on biosignal amplifiers, an autocalibrating 16-bit analog I/O PC/104 module
and an embedded Internet interface subsystem (MOPS/520). The device has as features: real-time ECG / biosignal
acquisition and processing, executes the operatorŠs commands, monitors the systemŠs overall performance, acts
in emergency situations, and aids the diagnostic.

In the following, we refer to the ECG acquisition, transmission and analysis application, already achieved by
our team.

Figure 2: The biosignal / ECG monitoring unit

2.1 The ECG monitoring unit

The 12-leads ECG amplifier has for each channel a gain of 1000, is AC coupled and has a band limited to 0.05
- 150 Hz. The high common mode rejection (> 100dB), high input impedance (> 100MΩ), the fully floating,
isolated and defibrillation protected patient input are other features of the ECG amplifier.

The biosignal / ECG acquisition module is built around Diamond-MM-16-AT, a PC/104 expansion board of-
fering a full feature set of data acquisition capabilities. It is used in any PC-compatible embedded computer with
a PC/104 (ISA-bus) expansion connector. Its key features include: 16 single-ended / 8 differential and autocal-
ibrated inputs, 16-bit A/D resolution, 100 KHz maximum A/D sampling rate, programmable input ranges with
maximum range of +/-10V, 4 optional analog outputs, user-programmable output ranges, 8 dedicated digital inputs
and outputs, TTL compatible.

The Internet interface MOPS/520 is based on a microcontroller (32-bit AMD5x86 CPU) that runs at clock
speeds of 133 MHz. The system integrate the complete functionality of motherboard and include: CPU, system
BIOS, up to 64 MB SDRAM, keyboard-controller, and real-time clock. Additional peripheral functions include: 4
serial, one parallel and 2 USB ports, IDE-hard disk interface, Ethernet access and CAN bus interface.

The used display is a LCD Seiko 628-G321 having dot pixels 320 x 240.



152 Hariton Costin, Cristian Rotariu, Bogdan Dionisie, Roxana Ciofea, Sorin Puşcoci

To make a simple software implementation, we choose to use the standard TCP/IP network protocol as the link
provider, a scalable and economically feasible tool.

For DAQ applications in real-time, such as ours, one must use real time (RT), multitasking operating systems.
A modern and economic solution is to choose an open source (free) RT-OS, such as RT-Linux. It is comprised of
a small RT kernel which runs: (i) a C/C++ RT process at top priority, and (ii) the standard Linux kernel as a fully
preemptable low priority task. High speed (low interrupt latency) and predictable timing are achieved by limiting
the RT process to functions that are essential to real time.

2.2 ECG acquisition and processing

The most important ECG phases for morphological analysis are [1]:

• P-wave (representing contraction of the atria);

• QRS complex (representing contraction of the ventricles);

• T-wave (representing the recovery of the ventricles).

Typical ECG processing algorithms consist of the following steps:

a. Initialization – Used to determine initial signal and timing thresholds, positive/negative peak determination,
automatic gain control, etc.

b. Filtering - This is performed first as analog filter on ECG amplifier board, and then as digital filter on
acquisition board. In addition, a 50 Hz notch filter is used to reduce power line interference.

c. QRS complex detection - Reliable detection of R-peak is crucial for morphological analysis [3].

d. Baseline correction - Compensates for low-frequency ECG baseline drift.

e. ST segment detection [6].

2.3 Detection of QRS complexes

An adaptive thresholding technique with searchback serves as the primary method for QRS detection. The
thresholds are based on the most recently detected signal and noise levels to react to changes in the patient’s heart
rate, as well as to signal and noise levels.

The QRS complex is the most significant feature in the ECG signal. Being characterized by sharp slopes, its
duration is about 70 - 130 msec and its energy spectrum is mostly between 1 and 40 Hz. The input of the QRS
detector is the digital ECG signal, sampled at 250 Hz and quantized with 12 bits/sample by A/D converter. The
outputs are the limits of the QRS complex (QRSon and QRSo f f ), the location of the R wave, and location of the
QRS peaks and notches (if they exist) of every beat (complex) [4] [5]. The QRS detection algorithm consists
of three steps: (1) coarse QRS limits determination; (2) peaks and notches determination, and (3) exact limits
determination.

2.4 ST segment analysis

The ST-segment begins 40 milliseconds after the R-peak in the event the heart rate is more than 100 bpm, or 60
milliseconds after the R-peak otherwise. ST-segment has normally a predefined length of 160 milliseconds. The
normal ST-segment template is constructed for each patient as the average of the first ten normal ST-segments.
Baseline drift is compensated according to the slope between the isoelectric levels of the two beats. Standard
annotated databases, such as the European ST-T Database and the MIT/BIH Arrhythmia Database, provide means
for algorithm evaluation. In order to compute ST-segment length, a T wave detector must be implemented [2].
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2.5 Data compression and error rate

Experiments revealed the necessity for data compression, in order to make a real-time ECG transmission. We
used Linux Gzip programme, that yields about 2:1 average compression ratio by means of Lempel Ziv algorithm.
Table 1 presents results obtained for a resolution of 12 bits/sample and 250 Hz sampling rate, for a 3 leads ECG.
Thus, only 6 KB/s bit rate was enough for a real-time 3 leads ECG transmission!

The quality of data transmission was evaluated by computing PRD (percentage rate of distortion, a kind of root
mean square), according to formula below. Table 2 shows a PRD level under 10%, a value accepted by clinicians
for expressing a correct diagnosis.

Table 1: Compression results for different sizes of TCP/IP buffer

Time Uncompressed size Compressed size Compression ratio
(sec.) (bytes) (bytes) (%)

10 60000 26592 55.7
9 54000 24125 55.3
8 48000 21681 54.9
7 42000 19027 54.8
6 36000 16541 54.1
5 30000 14061 53.2
4 24000 11502 52.2
3 18000 8904 50.7
2 12000 6123 49.2
1 6000 3205 47.0

Table 2: Error rate for different signals from MIT/BIH Arrhythmia Database

PRD =
√

∑N
n=1[x(n)−x̃(n)]2

∑N
n=1 x2(n)

×100

Nr. Signal
Time

PRD
(min)

1 No. 100
1 6.2
2 6.9
3 7.2

2 No. 201
1 6.3
2 7.1
3 7.9

3 No. 107
1 2.1
2 2.2
3 2.4

3 Results and discussion

The whole telemonitoring system acts as a client-server application. The server module includes: a database
server (using MySQL and open sources for server procedures, tables, restrictions coming from “client” applica-
tion); an administration/control module that supervises general dataflow; an access/security module; a parameters
configuration module a.s.o. Also, it uses HTML and HTTP to send most up to date information on heart care to
clients.

The client module comprises the software working on the expert’s computer. It is implemented by using Java
applets and has the following facilities: GUI (Graphic User Interface) for ECG monitoring (Fig. 3); displays the
patientŠs ECG in real-time and the extracted ECG segments data; communicates the experts’ commands (e.g.
remote selection of the ECG lead) and medical decisions to the physician/patient. Also, some off-line process-
ing algorithms are implemented, such as: advanced filtering; morphologic ECG analysis (intervals, amplitudes,
electrical axes), average complexes with measurement reference markings; heart rate variability analysis, etc.
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Figure 3: User interface for 3 leads ECG acquisition and analysis

We designed and prototyped the monitoring unit for acquisition and real-time ECG processing, the software
implementation for the Internet connectivity (the embedded TCP/IP subsystem), and the software for displaying
ECG information on the medical doctor’s computer. The average reconstruction error of the ECG signal is about
4.6%. We also tested various algorithms for morphologic ECG analysis with good results on MIT/BIH Arrhythmia
Database (Table 3).

Table 3: Morphological analysis of a 12 leads ECG
Amplitude Slope Duration

[μV ] [μV/s] (ms)
Lead P+ P- Q R S ST20 ST60 ST80 T+ T- ST Q R S
I 171 0 -76 877 -130 -11 -3 -3 320 0 250 18 42 24
II 248 0 -125 1302 -205 -17 -8 -8 474 0 750 18 42 24
III 77 0 -49 425 -76 -6 -5 -5 154 0 500 12 44 24
aVR 0 -209 0 100 -192 -14 5 5 0 -397 -500 - 18 42
aVL 47 0 0 227 -28 -3 1 1 84 0 0 - 38 26
aVF 163 0 -87 864 -140 -11 -6 -6 314 0 750 18 42 24
V1 80 0 -46 451 -72 -6 -3 -3 160 0 250 14 44 24
V2 168 0 -88 908 -143 -12 -5 -4 327 0 750 18 42 24
V3 242 0 -126 1283 -205 -17 -9 -7 463 0 750 18 42 24
V4 375 0 -185 1945 -303 -24 -9 -9 712 0 1000 18 42 24
V5 247 0 -124 1305 -204 -17 -8 -7 477 0 500 18 42 24
V6 182 0 -79 918 -133 -11 -4 -3 338 0 500 18 42 24

Heart 60 bpn
Rate
P Dur. 90 ms
PR Int. 164 ms
QRS Dur. 84 ms
QT Int. 372 ms
QTc Int. 372 ms
P Axis 43◦
QRS Axis 43◦
T Axis 44◦

4 Summary and Conclusions

Real time personal ECG monitoring, as an important application of telemonitoring system, requires devices
with high peak performance and low power consumption. High performance of RT-Linux development environ-
ment allows high speed multitasking procedures and real time signal processing. The proposed system could be
used as a warning system (Holter-type) for monitoring of arrhythmia or ischemia during normal activity or phys-
ical exercise. In addition to monitoring of physiological signals, we plan to use the proposed environment for
development of a high performance user interface. New user inputs, including correlates of

the user’s physiological and emotional states could significantly improve human-computer interface and in-
teraction. Many algorithms for ECG analysis have already been tested with very good results. Moreover, our
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monitoring system is general enough to enable a wide range of biosignals monitoring and analysis, e.g. ECG,
EEG, EMG a.s.o.

ECG tele-monitoring of a patient in real time, according to our project, has as main feature the analysis and
transmission of the patients’ bio-signals through the Internet, so that experts in cardiology could make the right
diagnostic. So, by using the existing web-based and embedded technologies, the quality of medical decision in
tele-healthcare and emergency medical services systems can be significantly improved.
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Medical Image Analysis and Representation using a Fuzzy and
Rule-Based Hybrid Approach

Hariton Costin, Cristian Rotariu

Abstract: When missing, ambiguous or distorted data is available in digital image process-
ing, soft computing (e.g. fuzzy logic, neural networks, evolutionary computation) has proved
to yield promising results. In the field of biomedical image analysis, when information has a
strong structural character, many methods of artificial intelligence are well suited for knowl-
edge discovery, representation and processing. Fuzzy logic acts as an unified framework for
representing and processing both numerical and symbolic information, as well as structural
information constituted mainly by spatial relationships in biomedical imaging. This paper de-
scribes the use of fuzzy logic at low level to a higher level (e.g. model based structural pattern
recognition and scene understanding). Applications are for segmentation of brain structures
in magnetic resonance (MR) and CT (computer tomography) images, based both on atlas and
real data. Promising results show the superiority of this knowledge-based approach over best
traditional techniques in terms of segmentation errors.

Keywords: medical imaging, fuzzy logic, image representation and segmentation, knowledge-based systems.

1 Introduction

The information to handle in medical images is often heterogeneous. For instance, when planning a surgical
operation, necessary images can be: anatomical images (provided by MRI or CT), angiographic images (MRA,
spiral CT, etc.), or functional images (PET, functional MRI). Another cause of heterogeneity comes from the need
of expert knowledge related to the problem at hand. This knowledge can be expressed either in ”iconic” terms,
under the form of atlases, or in “symbolic” terms, under the form of linguistic expressions or rules.

Imprecision in medical image information is due to several factors, ranging from the observed phenomenon
to the algorithms’ precision. A soft transition between healthy and pathological tissues is surely a cause of im-
precision inherent to the nature of the observed objects. Also, if tissues have similar characteristics, images that
represent these characteristics will poorly discriminate these tissues. For instance, in MRI several important cranial
tumors have long T1 and T2, similar to normal brain. So, it may be difficult to distinguish tumor margins from
edematous normal brain. Without MR contrast agents (Gd-DTPA), in at least 10% of cases tumor contours remain
indeterminate [7]. This will result in an uncertainty on the belonging of a pixel to one or the other tissue.

The partial volume effect (the presence of several tissues in one pixel or voxel) belongs also to this type of
spatial imprecision. Other image imperfections can be caused by numerical reconstruction algorithms in computed
imaging. One example is the Gibbs effect that may appear in MRI around sharp transitions. At the processing
level, imprecision is often induced by the chosen algorithms.

In this context, the theory of fuzzy sets appears particularly interesting and useful, as it provides a good theoret-
ical basis to represent imprecision of the information and it constitutes an unified framework for representing and
processing both numerical and symbolic information, as well as structural information. Therefore, this theory can
achieve tasks at several levels, from low level (e.g. gray level based classification) to high level (e.g. model based
structural pattern recognition and scene interpretation).

Proceeding from the grounds of artificial intelligence and soft computing, for instance from [6][14], a number
of authors have used these techniques to aid in the analysis of medical images, e.g. [4][5][9][11][13].

2 Representation of Image Structures

The most common use of fuzzy sets in medical image processing at low level is for classification. We assign
to each pixel or voxel in the image a membership degree to a class. Fuzzy sets can then be considered from two
points of view. In the first one, a membership function is a function μi from the space S on which the image is
defined to [0, 1]. The value μi(x) denotes the membership degree of x (x ∈ S) to the class i. In the second one, a
membership function is defined as a function μ ′i from a space of attributes A into [0, 1]. At numerical level, such
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attributes are typically the gray levels. The value μ ′i (g) represents the degree to which a gray level g supports the
membership to the class i. We have μi(x) = μ ′i [g(x)], where g(x) denotes the gray level of x.

Such model explicitly represents imprecision in the imagistic information and as well as possible ambiguity
between classes. For instance, a pixel or voxel affected by partial volume effect is characterized by its partial
belonging to at least two different tissues or classes, i.e. by non zero membership values to several classes.

The partial membership to the pathology may be estimated according to the methods shown in [10].
Estimation and learning of membership functions is a difficult task. Some methods are based on the mini-

mization of some criteria, the most used being the fuzzy C-means algorithm. Another class of methods relies on
probability possibility transformations, while other techniques are based on statistical information also by mini-
mizing some criteria (e.g. [1][3]).

Figure 1. Axial MR 2D image of a brain: 1-interhemispheric fissure

(IHF), 2-superior frontal sulcus (SFS), 3-superior frontal girus (SFG),

4-centrum semiovale (CS), 5-superior parietal lobule (SPL),6-superior

sagital sinus (SSS),7-parieto-occipital sulcus (POS)[7](courtesy of El-

sevier Publ.

Figure 2. Axial CT image of a patient brain showing a tumoral lesion

and a peritumoral edema

We now consider an object or structure in an image as a fuzzy set, which actually is a fuzzy subset of the image
space S, to which a semantic meaning can be attached. This provides a higher level of representation than the
pixel-based representations used in the previous model. As illustrative examples, two slices of brain images are
shown in Figure 1 [7] and Figure 2 (a CT scan). Figure 1 is obtained using a T1 weighted acquisition in magnetic
resonance imaging (MRI), and note the complementary representation of structures 3 and 4 (in whiter pixels).

Figure 3. The 7 fuzzy objects representing internal brain structures of

the image in Figure 1 (membership values rank between 0 and 1, from

black to wihite.

Figure 4. The similar segmentation as in Fig.3, for CT image in Fig.2;

superposition of the objects: peritumoral edema(object 4); tumoral le-

sion(3); right lateral ventricle (1); left lateral ventricle (2); cortical ditch

(5).

Some internal structures are represented through segmentation in Figure 3 and Figure 4 respectively, as iconic
fuzzy sets (membership degrees are depicted using gray levels). The use of fuzzy sets may represent different types
of imprecision, either on the boundary of the objects (due, e.g., to partial volume effect or to the spatial resolution),
or on the individual variability of these structures.
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Several operations have been defined on fuzzy objects, since the works of Zadeh [14] on set operations, and of
Rosenfeld on geometrical operations [12]. As geometrical operations we use area and perimeter of a fuzzy object.

Table I shows examples of fuzzy areas and fuzzy perimeters for the objects in Fig. 3. For each fuzzy object,
the cardinality of its support (i.e. the number of points having a strictly positive membership value), its fuzzy area,
and the perimeter in 8 -connectivity are computed (in pixels). Such geometrical features can typically be used in
shape recognition, where geometrical measures of the objects are often taken into account.

TABLE I. The areas and perimeters of the fuzzy, fuzzy objects in Figure 3

Fuzzy object Size of support Fuzzy area Fuzzy perimeter
1-IHF 7683 3726 655
2-SFS 3413 1628 270
3-SFG 1872 854 254
4-CS 3593 1709 198
5-SPL 1953 829 147
6-SSS 412 176 92
7-POS 934 405 109

3 Representation of Structural Information

The main information contained in the images consists of properties of the objects and of relationships be-
tween objects, both being used for pattern recognition and scene interpretation purposes. Relationships between
objects are particularly important since they carry structural information about the scene, by specifying the spa-
tial arrangements between objects. These relations highly support structural recognition based on models like
anatomical atlases.

We distinguish two types of relationships for representing structural information: the first one corresponds to
relations that are well defined in the crisp case, and the second one to relations that are vague even in the crisp case.
We will extend relationships of the first type to fuzzy objects, and illustrate this construction on two examples:
adjacency and distances. Fuzzy concepts are powerful for defining relationships of the second type, even on crisp
objects. The relative position is a good illustration.

3.1 Extending Crisp Relationships to Fuzzy Sets

A powerful approach for defining a fuzzy relation from the crisp one consists in translating binary equations
into their fuzzy equivalent: intersection is replaced by a t-norm, union by a t-conorm, sets by membership func-
tions, etc. Examples are found for defining fuzzy morphology [2], fuzzy inclusion, etc.

Adjacency is an example of spatial relationship that carries strong information about the structure of the image.
In the crisp discrete case, two image regions X and Y are adjacent if

X ∩Y = /0 and ∃x ∈ X ,∃y ∈ Y : nc(x,y) (1)

where nc(x,y) is the Boolean variable stating that x and y are neighbors in the sense of the discrete c−connectivity.
The extension of this definition involves the definitions of a degree of intersection μint(μ ,ν) between two fuzzy

sets μ and ν defined on S, a degree of non-intersection, μ¬int(μ ,ν) and a degree of neighborhood nxy between two
points x and y of S. The definition for fuzzy adjacency between μ and ν is:

μad j(μ , ν) = t [μint(μ , ν), sup
x∈S

sup
y∈S

t [μ(x),ν(y), nxy]]. (2)

Distance between fuzzy sets uses several mathematical definitions in the crisp case. The construction principle
can be applied easily, e.g. the case for distances having a direct expression in terms of mathematical morphology
(e.g. nearest point distance, Hausdorff distance, or distance from a point to a set). For instance, the fuzzy equivalent
of the Hausdorff distance (denoted by dH) is

dH(X , Y ) = inf {n, X ⊂ Dn(Y ) and Y ⊂ Dn(X)}. (3)

In this formula X and Y denote two crisp sets of the considered space S, and Dn(X) the dilation of size n of X .
While for the nearest point distance separability and triangular inequality are not satisfied, the Hausdorff distance
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is a true distance. From (3), a distance distribution (the degree to which the distance between two fuzzy sets μ and
ν is less than n) can be defined by fuzzy dilation:

ΔH(μ ,ν(n) = t[in f
x∈S

T [Dn(μ)(x),c(ν(X))], in f
x∈S

T [Dn(ν)(X),c(μ(x))]], (4)

where c is a complementation, t a t-norm and T the dual t-conorm.

4 Application to Brain Imaging

In this section we illustrate the method for brain magnetic resonance (MR) imaging. First, we use the seven
fuzzy structures shown in Figure 3. These structures may be recognized using an anatomical atlas [7], by compar-
ing relationships between atlas structures and relationships between image structures.

The adjacency degrees between some of the obtained fuzzy objects in Figure 3 are given in Table II.

TABLE II. Results obtained for fuzzy adjacency, for structures given in Figure 3.

Fuzzy object 1 Fuzzy object 2 Degree of adjacency Adjacency in the
model (crisp)

1 2 0.117 0
1 6 0.463 1
1 7 0.675 1
1 5 0.035 0
1 3 0.097 0
1 4 0.026 0
3 4 0.034 0
6 7 0.087 0

High degrees were found between structures where adjacency is expected, while very low degrees are obtained
in the opposite case. The results are in agreement with our expectation from the model (crisp adjacency between
atlas objects), but in this case crisp adjacency would provide different results in the model and in the image. Fuzzy
adjacency can indeed be used for pattern recognition purposes, of course combined with other spatial relationships.

The results are in agreement with the expectation: the model of IHF (1) provided by atlas is near from SSS (6)
and POS (7), quite far from SFS (2), SFG (3) and CS (4) and very far from SPL (5). So, adjacency can be used
both for identifying an object using distance as a dissimilarity measure, and for describing the spatial arrangement
of objects.

The relative position degrees between some of the obtained fuzzy objects in Figure 3 are given in Figure 5.
The three given values correspond to necessity (lowest value of the bar) and possibility (highest value of the bar)
degrees, and to the average value (diamond). In (a), object SFS is mainly to the left of IHF (1) and with a significant
degree to its above. Similarly, object SFG (3) (Figure b) is to the right and above of IHF, and object SSS (6) is
below IHF with no ambiguity (Figure c).

Although the relative positions of objects within the brain are often constant (especially in “normal” brains) and
these relationships can be expressed in terms of labels such as “left of”, “below”, “posterior”, etc, these positions
can be radically different when abnormalities are present. What tends to remain constant within the brain even
in the presence of gross displacements are the relative adjacencies of structures. This observation led us to the
decision to code adjacency between structures rather than just the relative position between structures[4][5]. Yet,
since the relative position can often be specified, the adjacency links are named in accordance with the expected
relative positions. This means that hypothesis about particular objects extracted from the image can be made on
the basis of their expected relative positions coded in the model and then verified using more complex criteria.
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a) b) c)

Figure 5. Relative positions obtained for some of the objects of Figure 3. The three values on each bar correspond to necessity (lowest value of the bar),

possibility (highest value), and to the average value (diamond).

The following geometric features were computed for the two test images: the perimeter P, the area A, the
minimum and maximum polar distances relative to the mean distance, Rmin, Rmax, the compactness R and the
center of gravity co-ordinates, x, y, using chain codes from objects contours and appropiate formulae.

The results obtained for the geometric features are shown in TABLE III, for the objects in Figure 3.

TABLE III. GEOMETRIC FEATURES OBTAINED FOR THE FUZZY OBJECTS IN FIG. 3

Object P A x y R Rmin Rmax

IHF 511 2625 119 117 7 0.040 1.998
SFS 231 1152 77 50 3 0.113 1.815
SFG 212 639 144 49 5 0.158 1.578
CS 183 1177 156 107 2 0.117 1.344
SPL 131 580 34 163 2 0.172 1.464
POS 104 297 102 166 2 0.250 1.627
SSS 79 150 122 221 3 0.312 2.030

The relative positions between some of the obtained fuzzy objects in Figure 3 are computed based on their
centers of gravity co-ordinates by using the following rules written using the CLIPS environment. We have also
computed the relative size and shape of the fuzzy object.

(defrule is-left
(struct ?ob1 ? ? ?x1 ? ? ? ?)
(struct ?ob2 ? ? ?x2&:(< ?x1 ?x2) ? ? ? ?) =>
(assert (struct ?ob1 is left_to struct ?ob2))
(printout t ?ob1 " is left_to struct " ?ob2 crlf)
)
(defrule is-right
(struct ?ob1 ? ? ?x1 ? ? ? ?)
(struct ?ob2 ? ? ?x2&:(> ?x1 ?x2) ? ? ? ?) =>
(assert (struct ?ob1 is right_to struct ?ob2))
(printout t ?ob1 " is right_to struct " ?ob2 crlf)
)
(defrule is-bellow
(struct ?ob1 ? ? ? ?y1 ? ? ?)
(struct ?ob2 ? ? ? ?y2&:(> ?y1 ?y2) ? ? ?) =>
(assert (struct ?ob1 is bellow_to struct ?ob2))
(printout t ?ob1 " is bellow_to struct " ?ob2 crlf)
)
(defrule is-above
(struct ?ob1 ? ? ? ?y1 ? ? ?)
(struct ?ob2 ? ? ? ?y2&:(< ?y1 ?y2) ? ? ?) =>
(assert (struct ?ob1 is above_to struct ?ob2))
(printout t ?ob1 " is above_to struct " ?ob2 crlf)
)
(defrule dimensions
(struct ?ob1 ? ?x ? ? ? ? ?)
(struct ?ob2 ? ?y&:(not(= ?x ?y)) ? ? ? ? ?) =>
(if(> ?y ?x)
then(assert (struct ?ob1 is smaller than struct ?ob2))
(printout t ?ob1 " is smaller than struct " ?ob2 crlf)
else (assert (struct ?ob1 is smaller than struct ?ob2))
(printout t ?ob1 " is bigger than struct " ?ob2 crlf))
)
(defrule complexity
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(struct ?ob1 ? ? ? ? ?x ? ?) =>
(if(< ?x 2)
then(assert (struct ?ob1 has small_complexity))
(printout t ?ob1 " has small_complexity " crlf)
else (if (and (>= ?x 2) (< ?x 5))
then(assert (struct ?ob1 has medium_complexity ))
(printout t ?ob1 " has medium_complexity " crlf)
else
(assert (struct ?ob1 has higher_complexity ))
(printout t ?ob1 " ob1 has higher_complexity " crlf) ))
)
(defrule shape
(struct ?ob1 ? ? ? ? ? ?x ?y) =>
(if (< (- ?y ?x) 1.5)
then(assert (struct ?ob1 has a_regular_shape))
(printout t ?ob1 " has a_regular_shape " crlf)
else (assert (struct ?ob1 has a_unregular_shape ))
(printout t ?ob1 " has a_unregular_shape " crlf))

)

The adjacency relationships between a fuzzy object and the others can be determined by using the following
rules written in CLIPS:

(defrule read-input
(initial-fact) =>
(printout t "Struct = ")
(assert (struct (read)))
)
(defrule find-adiacency
(struct ?x)
(struct ?x is ?dim struct ?y) =>
(printout t " struct " ?x " is " ?dim " struct " ?y crlf)
)
(defrule find-dimensions
(struct ?x)
(struct ?x is ?dim struct ?y) =>
(printout t " struct " ?x " is " ?dim " struct " ?y crlf)
)
(defrule find-complexity-shape
(struct ?x)
(struct ?x is ?com) =>
(printout t " struct " ?x " is " ?com crlf)

)

The facts list for the fuzzy objects in Figure 3 has the following form:
(deffacts initial-state
(struct IHF 511 2625 119 117 7 0.040 1.998)
(struct SFS 231 1152 77 50 3 0.113 1.815)
(struct SFG 212 639 144 49 5 0.158 1.578)
(struct CS 183 1177 156 107 2 0.117 1.344)
(struct SPL 131 580 34 163 2 0.172 1.464)
(struct POS 104 297 102 166 2 0.250 1.627)
(struct SSS 79 150 122 221 3 0.312 2.030)

)

5 Summary and Conclusions

We have shown how fuzzy sets and domain knowledge can be used in medical image processing for low level
classification, in particular in a context of image fusion, and for structural representation of images, and model-
based recognition. Current work aims at further developing the recognition approach sketched in this paper, based
on fuzzy relations between objects, in particular in a fuzzy graph framework.

The proposed concept has been implemented and successfully used for model-driven image analysis in the
domain of MRI. Promising results show the superiority of this knowledge-based approach over best traditional
techniques [8] in terms of segmentation errors. The concept also has the potential for a data-driven approach.
Measurements of features of fuzzy image structures can be represented using an approach based on semantic nets
as fuzzy assertions [4]. Determination of some truth-value for the relation between fuzzy image structures can be
exploited to attribute relations with fuzzy values (a relation may be true only for most-of-the-cases). Definition of
a hyper-relational structure allows us to express the dependency of relations on facts (e.g. “CSL is inside bone only
if there is no fracture”). Possible faults (pathologies) can be incorporated by using information from other sources
(neurological studies) as fuzzy assertions too.
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A Service-Context Model allowing Dynamical Adaptation

Marcel Cremene, Michel Riveill, Christian Martel

Abstract: Mobile terminals and networks recent evolution increase the interest for new ser-
vices. These services must be dynamically adapted because the context (user profile, local-
ization, terminal and network resources, etc.) may change at runtime. The existent solutions
use an adaptation control based on service-specific rules and strategies. Because of this, a
service will not work correctly in a context that was not anticipated by the rules creator.
Our proposition consist in an adaptation platform that uses a service-context description in
order to analyze if a service works correctly in a given context, to find the problems and the
solutions. In order to adapt a service we reconfigure its architecture by inserting, replacing
or moving components.

Keywords: Context, Service, Component, Architecture, Adaptation

1 Introduction

User needs and software systems complexity are continuously increasing but development time and costs need
to be reduced. Thus, code reutilization and service adaptation are key concepts. In order to increase reutilization
we have chosen a component oriented approach considering a service implemented as a component architecture.

Service dynamic adaptation is necessary because the context (user profile, physical resources, etc.) may evolve
after the service creation, while the service is running. In order to have a better understanding about this problem,
we present below an example based on a forum service. It is important to notice that this service was designed and
built for a specific context C1 supposing users that speak the same language (English for instance) and are able to
use a graphic interface (users able to see), also the terminal is a standard desktop with at least 14-inch screen, a
WEB navigator pre-installed and a stable Internet connection are available.

If the forum is used in a context C2 different from C1, the service is no longer adapted. The following contexts
are such examples and assume dynamic changes: the user may have difficulties to write messages in English
so for the long phrases he prefer to use his native language, the user may be unable to watch the screen all the
time because his view might be busy, the terminal is changed while using the service; this implies modifications
concerning the screen size, the communication bandwidth, cost model, the user change his geographical or social
position and his interest may depend on it.

In most of existent approaches, the forum service adaptation to unpredicted contexts requires human operator
intervention in order to specify new rules like "IF new_situation THEN action" because otherwise the service does
not know how to behave correctly in the new context. Some platforms like [10] for instance allow to add new rules
at runtime. Anyway, because the human intervention is necessary, we can say that adaptation is less autonomous.
Another characteristic of the existent approaches is the specialization on context aspects: some platforms concern
the self-healing, other like [16] the user interface and other like [12] the content to bandwidth adaptation for
instance. Thus, this is normal because a general adaptation solution is hard to do and under optimal.

Our approach was inspired by the AI(Articifial Intelligence) domain where three essential aspects are distin-
guished: a)knowledge representation, b)search of solutions and c)learning. So, our first problem was to represent
the knowledge about the service and its context and the second to provide validation and solution search mecha-
nisms; learning aspects remains for further development.

This paper is organized as it follows: in the section 2 we propose a service-context model as knowledge
representation, in the section 3 we describe how we are searching the adaptation solution, the section 4 presents
our prototype, the section 5 presents the related work and the section 6 contains conclusions and future work.

2 Knowledge representation: service and context

While searching models describing services and context elements we fond a problem: the existent languages
related to component models like IDL, ADL, WSDL (Web Services Definition Language) [13] are not designed
to allow composition with the context elements such as user, terminal, networks, etc. In order to overcome this
limitation we introduce the profiles. In order to understand better the profiles function, a graphical illustration
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is given in the figure 1. The figure depicts the three layers describing a service functioning in a specific context
containing a user, a group of users and a terminal.
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Figure 1: Service-context model - the three layers perspective

Context layer. The context layer contains elements such as: users, terminals, networks, environment (tempera-
ture, external noise or light and others). In order to facilitate the service-context assemblage, we propose to use
also component models for the context elements, for instance a user is seen as a component providing HMI.

Components layer. The components layer contains the services/components described using existent models:
CCM (CORBA Component Model) component model [9]. We use CORBA IDL for describing the component
interfaces and FractalADL [3, 2] for architecture description. The composition is recursive like in the Fractal
model, a service is also a component. In the forum case, the service S is composed by three components: C -
composer, allow the user to compose new messages, V - viewer, allows the user to view the messages published
on the forum and F - the forum server. The components Co1, Co2 are observer components and their role is to
monitor the context elements, in this case the user profile and the terminal characteristics. A particularity of our
service model is that HMI (Human Machine Interface) is also described in the same model. The service HMI is
composed by the C HMI and the V HMI.

Profiles layer. The profiles layer was introduced in order to provide a unified perspective about the service and
the context. In the next section we present the profile model and we explain how the profiles allow the adaptation
platform to adapt the service.

2.1 Profile model

The profile model was determined starting from the interactions that exist between the involved entities: soft-
ware components and context elements. We observed the same relation types as for the software component
interfaces: some aspects are offered and others are consumed. We have found two types of such aspects: resources,
for instance memory, space on the disk, space on the screen, etc; and information that is transmitted from one
entity to another, for instance the service offers or produces messages and the user consumes them. The profile
model is depicted in the figure 2. The profile elements are:

- Component attributes that characterize the whole component, for instance the consumed memory, the exe-
cution platform,

- Flows indicating an informational dependence, circulation between an input port and an output port of
the component. Several flows may be related to a same component port. A flow example is the message
composed at the HMI level and sent by another component port as event.

- Flow attributes are associated with the information offered or consumed, for example the ’language’ attribute
associated with a message, the ’encoding type’ attribute associated with a stream, etc.
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Figure 2: Profile model

The interactions existent between the components and the context elements are indicated by two aspects:
a)service-independent axioms like: "the user interact with the service through the HMI", "any component con-
sume the terminal’s resources", etc; b)the attribute name is common in the component profile and context element
profile, "language" for user but also for the forum service.

Any profile attribute has: a name, a definition domain, a composition operator and a comparison operator. For
instance, the attribute name is "langue", its domain is discrete {FR, ED, DE, Ě , *, ?}, its composition attribute is
":=" (the attribution) because the value is transferred from one component to another; its comparison attribute is
"=", equal, because the compatibility is verified if the same language is used.

2.2 Profile composition

The profile composition means to solve the next problem: imagine a service S composed by interconnecting
N components C1ĚCN. If the component profiles PC1ĚPCN are considered as known, we want to determine the
service profile PS. To determine the service profile is to determine all the profile elements: a) component (service)
attributes, b) flows and c) flow attributes. The composition is done attribute by attribute and the composition
operator must be known for each attribute. For instance, if C is composed by A and B; A consumes MA memory,
B consumes MB memory then C also has the "memory" attribute and the composition operator is "+": MC = MA
+ MB.

Because the attributes are composed differently, we use different layers to compose them, like is depicted in
the figure 3.  
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Figure 3: Profiles composition

The "memory" is an attribute associated to the whole component. The memory layer (figure 2) contains a
graph that has as nodes the entities (components, context elements) having in their profiles this attribute. The arcs
correspond to the relation existent between the entities from the memory point of view: components placed on a
machine will consume machine memory. In our case the components C and V are installed on the client and F is
installed on the server machine.

The graph has a recursive structure: a node may be expanded because an entity described by a profile may be
composed by other entities.

The "language" attribute is associated with a flow. The language layer contains also a graph but in this case the
nodes aren’t associated with the components but rather with the component’s ports. In this case the arcs indicate
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the information flow. The language is composed by attribution like all the flow attributes: if the profile does not
indicate a different value for an attribute, we presume that the flow keep the same values while it traverse the
different components.

3 Search of solution: validation and resolution

Profiles validation

The second operator that appears in the figure 4, the "=" for the language and the "<" for the memory, are
used in order to validate the profiles composition. The validation is verified for each arc in the attribute graph (see
figure 3) by applying the comparison operator between the attributes values. For instance, in the "memory" layer
the service consumes MS and the terminal offers MT memory, their composition is valid if MS < MT where "<"
is the comparison operator.

The validation procedure is the following apply for each attribute the following operations:

- Extract the attribute layer and build the correspondent graph,

- For each arc in the graph that connects a context node with a service node verify if the attribute values are
compatible by applying the comparison operator.

After the validation procedure, if the service is not adapted, a problem list is created, each problem being
specified by: an attribute name and by a pair of values (that does not verify the compatibility).

Component insertion

In order to apply the insertion strategy two problems must be solved: a)Decide what component needs to be
inserted in order to obtain an adapted service and b)Determine the point (or points) where the new component must
be inserted in the initial service architecture.

In order to solve the problem a) we use the problem list resulted from the validation procedure and, for each
problem we look for a component that may solve that problem. At this moment we know to solve problems that
are related to attributes associated with the information flows: insert an additional treatment. For instance, for
a problem described by the attribute "language", context value "FR" and service value "EN" we need to add an
information treatment that transforms an "FR" input to an "EN" output. This is indicated in the component profile.
Several solutions are possible and we may select the most suitable using a cost function for instance.

Once the solution component is found, the insertion point is determined using a search algorithm that analyzes
the graph extracted for the problem related attribute, figure 4. 

« language » 

:= 
= 

Uin 
Vin Vout 

Cin Uout Cout Fin 

Fout 

EN FR 
EN 

Figure 4: Adaptation validation and resolution for a "language" related problem

The algorithm tries to insert the solution component by checking the interfaces (IDL) compatibility. In this
case, if it is no possible to insert the component between the first two components (the user HMI and the service
HMI) the algorithm goes deeply into the service structure and tries to insert the solution component between other
existent components, following the graph branches.

In the forum case, the solution component is a translator and, because its interface demands a text, it must be
inserted after the composer, C, component and before the forum server, F, which imposes the language as "EN".

4 Implementation and tests

In this section we describe the prototype that we have implemented in Java in order to test our model. The CCM
component model was used just for the interfaces types, for each interface type (facet, receptacle, event producer,
event consumer) a Java CCM implementation was proposed. Each component has an IDL description, the HMI
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is specified at the IDL level and described more detailed using a dedicated language as SunML (Simple Unified
Natural Markup Language) [5], the architecture is described using FractalADL [3, 2]. The adaptation technique is
based on interaction patterns described using the ISL (Interaction Specification Language) [1, 11].

The profiles are described using an XML based language. In the example depicted below we describe the
profiles for the component Translation_EN_FR where we can identify the three elements of a profile: attributes,
informational flows and flows attributes.

<profile component="Translation_FR_EN">
<attribute name="memory" value="500K"/>
<attribute name="platform"
value="Zope 1.0"/>
<flow id="1" portIN="trans"
portOUT="trans">

<attribute type="IN" name="language"
domain="EN"/>
<attribute type="OUT" name="language"
domain="FR"/>

</flow>
</profile>

In the figure 5 we have depicted the forum GUI evolution. After the user is authenticated, the platform detects
a conflict between the user profile previously stored in a database an the service profile: the language does not
verify the comparison operator that is "=".

 

a) b) c) 

Figure 5: Forum UI

The platform proposes to user two choices: use a translator or leave the service unchanged. Supposing the user
chose to use the translator from French to English, his messages are translated.

The prototype has two versions: in the first one the user language is supposed to be stored in a database, in the
second the language is detected at each message (dynamic context).

5 Related work

The paper [8] describes the platform "Rainbow" that is focused on architectural adaptation. One particularity
of this proposition is the use of architectural styles. The rules and the strategies are service-dependent and must be
specified by an operator as we can observe in the next example:
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// ******* Rule *******
invariant(self.responseTime < maxResponseTime)

responseTimeStrategy(self);
// ******* Strategy ***
strategy responseTimeStrategy(ClientT C){

let G = findConnectedServerGroup(C);
if(query("load", G) > maxServerLoad){G.addServer(); return true;}}

We have the rule that tests the response time and the strategy that represent the action: add new server.
In the paper [4], A.T.S. Chan et S-N. Chuang from the University of Hong-Kong, propose the "MobiPADS"

platform. This platform is based on a middleware specialized for the mobile context. A particularity of this plat-
form is the use of complex events that combines context signals with rules and strategies. The rules are service and
context dependent. The strategies are implemented using the listener mechanism. A method notifyContextEventX
is called when a specific event is fired, this method contains the strategy implementation inside.

In [15, 14] M. Roman describe the platform "GaiaOS" for service development in active spaces. An active
space is a physical space rich in terminals, sensors and other I/O devices. The rules and the strategies are also
service and context dependent.

In the paper [6, 7] K. Fujii and T. Suda from the University of California propose a semantic component model
called "CoSMoS" and a service generation platform called "SeGSeC". A service is assembled starting from a user
phrase expressed in a natural language. Semantic graph and ontologies are used. The components models include
concepts and the service assemblage follows the relations existent between these concepts. This proposition does
not take yet into account a dynamic context.

6 Conclusions and perspectives

In this paper we have proposed an AI approach for service dynamically reconfiguration at architectural level
(by adding, replacing or moving components). The main contribution of our work is the unified service-context
model based on profiles, the composition and validation mechanism. The system may automatically discover
different adaptation choices.

All components and context elements must have profiles and these profiles must be specified by a human
operator. The profiles formalization and their composition algebra is under development.

In perspective we intend to solve the following problems: strategy selection, search algorithms improvement,
validate the model with more adaptation examples, develop the profiles semantic, use AI tools such as inference
engines, reinforcement based learning.
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Incremental Horizontal Fragmentation: A new Approach in the Design of
Distributed Object Oriented Databases

Adrian Sergiu Darabant, Alina Câmpan, Horea Todoran, Gabriela Şerban

Abstract: Distributed relational or more recently object-oriented databases usually em-
ploy data fragmentation techniques during the design phase in order to split and allocate the
database entities across the nodes of the system. Most of the design algorithms are usually
static and do not take into account the system evolution: data updates and addition of new
applications. As this is an important issue in modern databases, we propose in this paper an
incremental method for dynamically re-fragmenting an existing database as it evolves over
time. We prove that by incrementally changing the database schema and allocation over time
we improve database availability. This is a direct result of the reduced amount of time needed
for incremental fragmentation as compared to a full fragmentation.

Keywords: distributed databases, incremental fragmentation, clustering

1 Introduction

We present this in this paper a new method for incremental horizontal fragmentation in distributed object
oriented databases. The fragmentation process is an important step in distributed database design and greatly in-
fluences the database overall performance factor. A poorly fragmented database will usually perform worse than
a centralized database because of the reduced parallelism degree and increased data transport costs. We have al-
ready presented in [1, 2, 3, 4] a novel approach in horizontal object-oriented database fragmentation. The proposed
methods deal with all the complex aspects of the Object Oriented (OO) data model, but can be successfully applied
to a relational database as well. The proposed fragmentation methods all center around relieving the database
administrator from doing statistical estimations about the database: significance of each application, precedence of
the nodes of the system, potential size of data on each node, etc. The initial fragmentation phase is not sufficient
however for dynamic databases that evolve over time. The state and values of the existing entities change over
time. The application set that accesses the database evolves over time as well. New queries enter the system and
the existing ones might evolve. These changes invalidate in time the original distributed schema of the database.
For obtaining the fragmentation that fits the new user applications set, the original fragmentation scheme can be
applied from scratch, an undesirable alternative from the point of view of processing effort, extended database
maintenance and unavailability time. To our knowledge, there are no practical approaches for incrementally main-
taining an efficient database fragmentation. We propose in this paper an incremental technique to cope with the
evolving user application set. Namely, we handle here the case when new user applications arrive in the system
and the current primary fragments must be accordingly adapted.

2 Quantification of the object model of the database

In this section we will shortly review the vector space model used to quantify the database properties. An
extended presentation of the vector model can be found in [1, 2, 3, 4].

In our model classes are organized in an inheritance hierarchy, in which a subclass is a specialization of its
superclass. A class C is an ordered tuple C = (K,A,M, I), where A is the set of object attributes, M is the set of
methods, K is the class identifier and I is the set of instances of class C.An object O is an instance of a class C if
C is the most specialized class associated with O in the inheritance hierarchy. An object O is member of a class
C if O is instance of C or of one of subclasses of C. An entry point into a database is a meta-class instance bound
to a known variable in the system. An entry point allows navigation from it to all classes and class instances of its
sub-tree (including itself). There are usually more entry points in an OODB.

Given a complex hierarchy H, a path expression P is C1.A1 . . . An, n≥ 1 where: C1 is an entry point in H, A1 is
an attribute of class C1, Ai is an attribute of class Ci in H such that Ci is the domain of attribute Ai−1 of class Ci−1

(1≤ i≤ n).
The fragmentation and allocation of an object oriented database aim to optimize the execution of a set of user

queries/applications. In general a query is a tuple with the following structure: q=(Target class, Qualification
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clause), where: Target class specifies the class over which the query returns its object instances; Qualification
clause is a logical expression over the class attributes in conjunctive normal form. The logical expression is
constructed using simple predicates: attributeΘvalue where q ∈ {<,>,≤,≥,=, �=}.

Let Q = {q1, . . . ,qt} be a set of queries in respect to which the fragmentation has to be performed. Let PredQ =
{p1, . . . , pq} be the set of all simple predicates Q is defined on. Let PredQ(C) = {p∈ PredQ| p imposes a condition
to an attribute of class C} be the set of predicates that apply to class C. Given two classes C and C′, where C′ is
subclass of C, PredQ(C′)⊇ PredQ(C). The reasons for this condition inheritance are explained in [1, 2, 3].

To each object Oi in the set Inst(C) of all instances of class C, i = 1..m, m = |Inst(C)|, we associate an object-
condition vector ai = (ai1, . . . ,ais), where PredQ(C) = {p1, . . . , ps}:

ai j =
{

0, i f p j(Oi) = f alse
1, i f p j(Oi) = true

In our method objects will be grouped together in fragments using clustering methods so that objects within
a fragment have high similarity with each other and low similarity with objects in other groups. Similarity and
dissimilarity between objects are calculated using metric or semi-metric functions, applied to the object-condition
vectors that characterize objects. We use in this paper the Euclidian distance for measuring objects similarity:

dE(ai,a j) =
√

s
∑

l=1
(ail−a jl)2,

where ai, a j are the object-condition vectors of Oi, Oj ∈ Inst(C).

3 Incremental clustering based fragmentation using CBIC

3.1 Initial fragmentation phase

When passing from a centralized database to a distributed one, an initial fragmentation is required. In our
approach [1, 2, 3, 4], given a set Qinit = {q1, . . . ,qp} of queries, the initial fragmentation phase of the object set
Inst(C) of class C requires first that objects in Inst(C) to be modelled as described above. Then a clustering method
(k-means) or hierarchical clustering is applied over the vector space describing Inst(C), and the resulting clusters
represent the fragments for class C. Afterwards as the database evolves over time, when certain conditions are met
a new fragmentation might be required. This will happen often for highly dynamic databases and less often for
mostly static data.

3.2 Incremental Fragmentation Based on Applications Change

The existing fragmentation of the distributed object oriented database was developed to optimize the execution
of the initial query set, Qinit . When new queries arrive into system Qnew = Qinit ∪{qp+1, . . . ,qt}, t > p, the current
fragmentation must be adapted. We apply in this case an incremental, k-means based clustering method, Core
Based Incremental Clustering (CBIC) [5, 6].

The extension of the query set Qinit to Qnew means that for a number of classes in the database, their associated
set of predicates increases. These classes have to be re-fragmented to fit the new query set. Let C be such a class,
for which PredQ_init(C) = {p1, . . . , pn} evolves to PredQ_new(C) = PredQ_init(C)∪{pn+1, . . . , ps}. Consequently,
the object-condition vector for each object Oi ∈ Inst(C) is extended as follows:

a′i = ( ai1, . . . ,ain︸ ︷︷ ︸
initial ob ject−condition ai o f Oi

,ai,n+1, . . . ,ais)

The CBIC method starts from the existing partitioning of Inst(C) into clusters (the existing fragments estab-

lished by applying k-means). Let {K1,K2, . . . ,Kp} be the initial fragments of Inst(C), Ki∩Kj = /0, i �= j,
p⋃

l=1
Kl =

Inst(C). CBIC determines then {K′1,K′2, . . . ,K′p} the new partitioning of objects in Inst(C) after query set exten-
sion. It starts from the idea that, when adding few components (features, attributes) to the object-condition vectors
such that these components don’t bring to much information in the system, then the old arrangement into clusters
is close to the new one. The algorithm determines then those objects within each fragment Ki that have a consider-
able chance to remain together in the same cluster. They are those objects that, after feature extension, still remain
closer to the centroid (cluster mean) of cluster Ki. These objects form what is called the core of cluster Ki, denoted
by Corei. Note: the centroid of Ki to which we report the object after extension is calculated as the mean of the
extended object-condition vectors of objects in Ki.
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The cores of all fragments Ki, i = 1..p, will be the new initial clusters from which the iterative partitioning
process begins. Next, CBIC proceeds in the same manner as the classical k-means does. The CBIC algorithm is
presented below and variants can be found in [5, 6].

Algorithm Core Based Adaptive k-means is

Input: - the set X = {O1, . . . ,On} of m-dimensional previously clustered

objects,

- the set X ′ = {O′1, . . . ,O′n} of (m+s)-dimensional extended objects

to be clustered; O′i has the same first m components as Oi,

- the metric dE between objects in a multi-dimensional space,

- p, the number of desired clusters,

- K = {K1, . . . ,Kp} the previous partition of objects in X,
- noMaxIter the maximum number of iterations allowed.

Output: - the new partition K′ = {K′1, . . . ,K′p} for the objects in X ′.
Begin

For all clusters Kj ∈ K
Calculate Core j = (StrongCore j �= /0)?StrongCore j : WeakCore j

K′j = Core j

Calculate f ′j as the mean of objects in K′j
EndFor

While (K′ changes between two consecutive steps) and

(there were not performed noMaxIter iterations) do

For all clusters K′j do

K′j = {O′i | d(O′i, f ′j)≤ d(O′i, f ′r), ∀r ,1≤ r ≤ p, 1≤ i≤ n}
EndFor

For all clusters K′j do

f ′j = the mean of objects in K′j
EndFor

EndWhile

End.

4 Results and Experiments

As experiments we conducted a number of fragmentations for different sized databases with different schemas.
The smallest considered one has five classes each with 30 to 130 instances. The largest configuration is for a
schema with the same five classes with an average of 40,000 instances and the largest instance number for a
class is around 128,000. We only considered schemas with an unrealistic number of classes: 5 to 10 because
the fragmentation algorithms are not influenced by the number of classes: each class is separately fragmented.
Dependencies between classes induced by inter-class relationships are represented in the vector space model and
have only a linear influence on the results of the algorithm. That means that multiplying the number of classes
will increase in a linear manner the number of iterations for the algorithms (both the fully-fledged one as the
incremental one). In all experiments we started with a number of running applications and doubled their number
in time. The numbers bellow are for 12 starting applications with 20 running applications at the end.

4.1 Number of Iterations

In this section we shortly present the number of iterations required by both the full and the incremental algo-
rithms to produce the final database fragments for each class. As experiments show, the result is generally reached
by CBIC more efficiently than running k-means again from the scratch on the feature-extended object set.

It can be seen that the incremental CBAk only needs 70% of the number of iterations of the k-Means algo-
rithm.In the following section we will compare the resulting fragmentation quality when applying the full k-Means
method and the incremental algorithm. We should note here that the time required to run a full algorithm iteration
is directly proportional with the number of class instances. So the incremental fragmentation will probably not pay
its costs in the case of small sized databases.
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Table 1: Comparative results for the CBAk and k-means algorithms

Experiment UnderGrad Grad Prof Staff Researcher
No objects 128000 26000 30000 8000 6000
No attributes (m+s) 8 6 7 3 4
No of new attributes (s) 3 2 3 1 1
No iterations k-means 30 20 20 20 10
for (m+s) attributes
No iterations CBAk 20 20 10 10 10
for (m+s) attributes

Figure 1: The fragmentation costs for the CBAk(incremental) and k-Means(full) fragmentation methods

4.2 Fragmentation Quality

In order to compare the fragmentation quality we use a cost function applied to the resulting fragments.
The cost function is the one presented in [1, 3, 4] and is derived from the Partition Evaluator as proposed by
Chakravarthy in [7]. The cost function evaluates the cost of accessing data by the existing applications when the
fragments are each allocated to the node where they are most used. We considered for this a distributed system
with 4 nodes. The cost function as introduced in [1] is presented below:

PE(C) = EM2 +ER2, (Total cost) where:

EM2(C) =
M
∑

i=1

T
∑

t=1
f req2

ts×|Accit |× (1− |Accit |
|Fi| ) (Local processing cost)

ER2(C) =
T
∑

t=1
{

S
∑

s=1

M
∑

i=1
f req2

ts×|Accit |× |Accit |
|Fi| } (Remote accessing cost)

As presented in [1] the EM term computes the costs induced by accessing data located on the same node as the
running application. The ER term computes the costs induced by accessing data located on other nodes than the
node on which the application is running. As the value of the cost is smaller the fragmentation quality is better.
The average obtained results are represented in the figure 1. The figure represents the fragmentation costs for a
full re-fragmentation using the k-Means algorithm when the number of applications increases from 12 to 20 and
the costs induced by the incremental fragmentation of the existing database in the same conditions. It can be seen
that the costs induced by the incremental fragmentation are slightly larger or the same for each class. However
the differences are very small. Compared to the fact that the number of iterations is reduced by around 30% we
conclude that generally the obtained results are better than in the case of full database refragmentation. We support
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our affirmations by considering that maintaining the database availability over time is more important than gaining
a very small performance but having a much greater general database downtime.

5 Summary and Conclusions

We proposed in this paper a study on the applicability of two (incremental and full) fragmentation methods in
the dynamic design of a distributed object oriented database. As our experiments show the incremental method can
be effective and efficient, by reducing the maintenance effort and reducing the time for database tuning. Even if
the CBIC method proves to be efficient in most of the cases, there are situations when is more appropriate to apply
a full fragmentation. This is desirable when the number of applications accessing the data changes significantly
in given amount of time without intervening incremental fragmentations. This types of context evolutions do not
scale well with the incremental fragmentation method as the information gain brought by the new applications is
too important. Generally, in this cases we cannot observe an improvement in the number of the algorithm steps,
while still maintaining worse fragmentation quality than in the full re-fragmentation case.
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Alternative Algorithms for Finding the Conex Components for a Graph

Adrian Deaconu

Abstract: Two algorithms for finding the conex components are presented. Sequentially, the
nodes and the arcs of the initial graph are transformed. At the end of the algorithm, the graph
has each node a set of nodes Nx of the initial graph, where x is the representative node for Nx.
The final graph has no arcs. Each set of nodes Nx is a conex component of the initial graph.

1 Introduction

Let G = (N,A) be a digraph with n nodes and m arcs.
The main idea for the algorithms presented in this paper for finding the conex components is that the number

of nodes and the arcs of the initial graph G are modified. At the end of the algorithm the graph has as nodes a set
of nodes of the initial graph and no arcs. Each set of nodes is a conex component of the initial graph.

2 The first algorithm - elimination of arcs

The algorithm starts with a graph G′ = {N′,A′} that has Nx = {x} as nodes, ∀x ∈ N and (Nx,Ny) as arcs,
∀(x,y) ∈ A, i.e., N′ = {Nx|x ∈ N} and A′ = {(Nx,Ny)|x,y ∈ N,(x,y) ∈ A}.

The algorithm starts also with the set U containing all the nodes of the graph G, i.e., U = N. At each iteration
of the algorithm a node x is randomly chosen from the set U . The algorithm ends when the set U becomes empty.

If there is a an arc (Nx,Ny) ∈ A′,x �= y, the arc (Nx,Ny) is eliminated from A′. Every arc (Nz,Ny) ∈ A′ is
eliminated and, instead, the arc (Nz,Nx) is introduced in A′, because the nodes from Ny will be introduced into
the set Nx. Every arc (Ny,Nz) ∈ A′ are also eliminated from the graph G′ and, instead of it, the arc (Nx,Nz) are
introduced in A′. At the end of iteration, the nodes from Ny are added into the set Nx, Ny becomes empty and the
node y leaves the set U .

If there is no more arcs (Nx,Ny) ∈ A′,x �= y, then the node x leaves the set U and there is no arc (x,y) ∈ A, with
y ∈ N−Nx. So, the set Nx contains the nodes of a conex component of G.

The algorithm ends when the set U becomes empty and, so, all the conex components are found.
The pseudo-code of the algorithm is:

For k := 1 to n do
Nk := {k};

End for;
U := N;
B := A;
While U �= Φ do

Select a node x from the set U ;
If ∃(x,y) ∈ B and x �= y then

B := B−{(x,y)};
For each (y,z) ∈ B do

B := B−{(y,z)};
B := B∪{(x,z)};

End for;
for each (z,y) ∈ B do

B := B−{(z,y)}
B := B∪{(z,x)}

End for;
Nx := Nx∪Ny;
Ny := Φ;
If y ∈U then

U := U−{y};
End if;
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else
U := U−{x};

End if;
End while;
For k := 1 to n do

If Nk �= Φ then
Nk is a conex component;

End if;
End for;

In order not lose the set A, a set B is considered, which is equal to A at the beginning of the algorithm.

The correctness of the algorithm

It is easy to see that the execution of the algorithm ends in a finite number of elementary steps, because every
arc of the graph G′ is considered at most once and at every iteration of the algorithm at least one arc of A′ is
eliminated. When there is no more arc with one extremity in Nx, the node x leaves the set U . The algorithm ends
when U is empty.

We are going to prove now that at the end of the algorithm every set Nk which is not empty conteins a conex
component of the graph. It is necessarily and sufficient to prove that for each set Nk:

1. There is a path in G from the node u to the node v, for each u,v ∈ Nk.
2. There is no path in G from a node u ∈ Nk to a node v ∈ N−Nk.

We consider that at the iteration p of the algorithm the first affirmation is true. At the iteration p+ 1 we have
two situations:

i. The nodes x,y /∈ Nk. In this situation the set Nk does not change and the affirmation remains true.
ii. The node x ∈ Nk. This implies that Nk = Nx.

Let u,v be in Nx∪Ny.
If u,v ∈ Nx or u,v ∈ Ny, then there is a path from u to v (the affirmation is true in the previous iterations of the

algorithm).
If u ∈ Nx and v ∈ Ny, then u = x and v = y. So, there is a path in G from u to v.

For the second affirmation, we suppose that at the end of the execution of the algorithm there is a set Nk so that
there is u ∈ Nk and v ∈ N−Nk and there is a path from u to v in G. Let L = (u = n1,n2, ....,ns = v) be this path,
where n1,n2, ....,np ∈ Nk,1≤ p < n and np+1 /∈ Nk. This means that the arc (np,np+1) does not leave the set B. It
results that Nk = Nh, because Ni∩Nj,∀i, j ∈ N, i �= j and N = N1∪N2∪ ...∪Nn. This implies that np+1 ∈ Nk, but
this fact contradicts the initial supposition np+1 /∈ Nk.

So, both affirmations (i. and ii.) are proven and this means that the algorithm is correct. We have the following
theorem:

Theorem 1. The algorithm finds the conex components of the graph G.

The complexity of the algorithm

The time complexity of the algorithm is given by the following theorem:

Theorem 2. The time complexity of the algorithm is O(n2).

Proof: First, let’s observe that the algorithm does not consider all the arcs of the graph G.
We have:
At each iteration of the algorithm a node (x or y) leaves the set U .
A node x can be selected from U in O(1) time complexity.
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An arc (x,y) ∈ B,x �= y can be found in a complexity of O(n) and the decision if there is such an arc can be
also done in O(n) time complexity (if the nodes of G are given by the adjacency matrix).

The two for loops of the algorithm are executed in O(n) time complexity (if the adjacency matrix is considered).
The nodes from Nx can be added into the set Ny in O(1) time complexity (copying a memory zone to another

address).
A node leaves a set Nx in O(n).
So, the total time complexity of the algorithm is O(n2).

3 The second algorithm - discussion of arcs

The idea of this algorithm is the discussion of all arcs of the initial graph. The sets Nk,k ∈ N are also con-
structed. Each arc (x,y) is tested if its extremities x and y belong to the same set Nk. If they are in two different sets
Nk and respectively Nh,k �= h, then the set with less nodes is added to the set with more nodes and the set with less
nodes becomes empty. In order to identify easily the set which contains a node, a characteristic vector a is used. If
a[x] = k, then this means that x ∈ Nk. Moreover, in order to compare fast the number of nodes in the set Nk and in
the set Nh, another vector denoted l is used, i.e., l[k] is the number of nodes in the set Nk.

The algorithm is:

For k := 1 to n do
Nk := {k};
lk := 1;
ak := i;

End for;
For each arc (x,y) ∈ A do

If ax �= ay then
If lax > lay then

Nax := Nax ∪Nay ;
lax := lax + lay ;
i := ay;
For k := 1 to lay do

a[Nay [k]] := ax;
End for;

else
Nay := Nay ∪Nax ;
lay := lay + lax ;
i := ax;
For k := 1 to lax do

a[Nax [k]] := ay;
End for;

End if;
li := 0;

End if;
End for;
For k := 1 to n do

If lk > 0 then
Nk is a conex component;

End if;
End for;

The correctness of the algorithm

Two extremities of an arc belong to the same conex component. The algorithm discuss all the arcs of the graph.
Each arc is verified if its extremities are in the same set Nk. If they are in the same set, then nothing is done. If they
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are not in the same set, then the two sets put their nodes together. At the end of the algorithm, each not empty set
Nk,k ∈ N contains the nodes linked with a path. So, they contain the conex components of the graph.

Theorem 3. The second algorithm (discusion of arcs) finds the conex components of the graph G.

The complexity of the algorithm

Theorem 4. The time complexity of the algorithm is O(max{m,n · log(n)}).
Proof: We have:

i. The test ax �= ay is passed at most n−1 times, because each time it is passed the nodes from a set are added
into another set and the first set becomes empty.

ii. O(1) time complexity is needed for Nax := Nax ∪Nay or Nay := Nay ∪Nax , because Nax ∩Nay = Φ.

iii. a[Nax [k]] := ay or a[Nay [k]] := ax are executed at most n
2 · [log2n] times, because the set with less nodes is

added to the set with more nodes. For instance, for a conex graph with n = 8 = 23 nodes, the worth case is when
after 4 adds there are 4 sets Nk, each having 2 nodes and 4 times is executed a[Nax [k]] := ay or a[Nay [k]] := ax. After
2 more adds there are 2 sets, each having 4 elements and 4 times is executed a[Nax [k]] := ay or a[Nay [k]] := ax.
Finally, after the last add, 4 times is executed a[Nax [k]] := ay or a[Nay [k]] := ax. So, a[Nax [k]] := ay or a[Nay [k]] := ax

is executed 4+4+4 = 4 ·3 = 8
2 · log28 = n

2 · log2n times.

iv. ’if ax �= ay’ statements are executed m times.

So, it is easy to see now that the time complexity of the algorithm is O(m + n + n · log(n)) = O(max{m,n ·
log(n)}).

In most of the cases m≥ n · log(n). So, the time complexity of the algorithm can be considered O(m).

4 Examples

The progress of the first algorithm (elimination of arcs) applied to a graph with 12 nodes is shown in the figures
1 and 2.

Figure 1: This is the caption for the graphic

If the second algorithm (discussion of arcs) is applied to the initial graph from the figure 1, then we have:

a = (1,2,3,4,5,6,7,8,9,10,11,12)
N1 = {1};N2 = {2};N3 = {3};N4 = {4};N5 = {5};N6 = {6};N7 = {7};N8 = {8};N9 = {9};N10 = {10};N11 =

{11};N12 = {12}.



Alternative Algorithms for Finding the Conex Components for a Graph 179

Figure 2: This is the caption for the graphic

In order to watch the progress of the algorithm, at each iteration of the algorithm it is presented the arc which
is discussed and the vector a, if it is modified:

1. (1,4) => a = (4,2,3,4,5,6,7,8,9,10,11,12)
2. (2,1) => a = (4,4,3,4,5,6,7,8,9,10,11,12)
3. (2,3) => a = (4,4,4,4,5,6,7,8,9,10,11,12)
4. (4,2)
5. (4,3)
6. (5,6) => a = (4,4,4,4,6,6,7,8,9,10,11,12)
7. (5,7) => a = (4,4,4,4,6,6,6,8,9,10,11,12)
8. (6,7)
9. (6,10) => a = (4,4,4,4,6,6,6,8,9,6,11,12)
10. (7,5)
11. (7,9) => a = (4,4,4,4,6,6,6,8,6,6,11,12)
12. (7,12) => a = (4,4,4,4,6,6,6,8,6,6,11,6)
13. (8,7) => a = (4,4,4,4,6,6,6,6,6,6,11,6)
14. (8,9)
15. (10,9)
16. (10,11) => a = (4,4,4,4,6,6,6,6,6,6,6,6)
17. (11,7)
18. (12,9)

So, the conex components are:

N4 = {4,1,2,3} and N6 = {6,5,7,10,9,12,8,11}.

5 Conclusion

Two algorithms for finding the conex components of a graph have been presented. If the adjacency matrix is
considered, then these two algorithms have the same time complexity as the well-known algorithm using a graph
search. If the adjacency lists are used, then in most of the cases m≥ n · log(n) and the second algorithm (discussion
of arcs) has the complexity of O(m).

So, our intension was not to improve the time complexity of the well-known algorithm, but to present two
alternative algorithms with similar complexity.
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On the Cyclic Subgroupoids of a Brandt Groupoid

Marian Degeratu, Gheorghe Ivan, Mihai Ivan

Abstract: We refer to the groupoids in the sense of Brandt. In this paper we give a program
on computer for finding of the cyclic subgroupoids of a finite groupoid.

Keywords: groupoid, subgroupoid, cyclic subgroupoid, cyclic groupoid

1 Introduction

The concept of groupoid has introduced by H. Brandt [Math. Ann. 96, 1926, 360 -366]. In the language of
categories, a groupoid is a small category in which all morphisms are invertible. More details about groupoids can
be find in the papers [1], [3], [7].

The first section is dedicated to the concept of cyclic subgroupoid. In the second section we give an algorithm
for finding the cyclic subgroupoids of a groupoid. This algorithm is implemented on computer and we obtain the
program BGroidAP6. We illustrate the utilisation of this program on some finite groupoids.

The program exposed in this paper plays an essential tool for the study of finite groupoids.

2 Cyclic groupoids

Let (G,G0) be a pair of nonempty sets with G0 ⊆ G, endowed with the surjections α,β : G → G0, called
the source and the target, a (partial) composition law μ : G(2) −→ G,(x,y) −→ μ(x,y), where G(2) = {(x,y) ∈
G×G | β (x) = α(y)} is the set of composable pairs of G and an injection ι : G→G,x→ ι(x) called the inversion
map. We write x · y or xy for μ(x,y) and x−1 for ι(x).

Definition 1. ([3]) (i) The universal algebra (G,α,β ,μ ;G0) is a semigroupoid, if μ is associative, i.e. (xy)z =
x(yz), for all x,y,z ∈ G such that (xy)z and x(yz) are defined.

(ii) A monoidoid is a semigroupoid (G,α,β ,μ ;G0) such that the identities property holds, i.e. for each x ∈G
we have (α(x),x),(x,β (x)) ∈ G(2) and α(x)x = xβ (x) = x.

(iii) The 6- tuple (G,α,β ,μ , ι ;G0) is a groupoid or a G0-groupoid, if (G,α,β ,μ ;G0) is a monoidoid such that
the inverses property holds, i.e. for each x∈G we have (x−1,x), (x,x−1)∈G(2) and x−1x = β (x), xx−1 = α(x).
�

The definition of the groupoid is equivalent as the one used in [1].
The element α(x) [resp. β (x) ] is the left unit [ resp. right unit] of x ∈ G. The set G0 is the unit set of G and

the maps α,β ,μ , ι are the structure functions of G.
A G0− groupoid G such that |G|= n and |G0|= m is called finite groupoid of type (n;m) and it is denoted by

G(n;m).

Example 2. (i) A group G having e as unity, is a {e}- groupoid with the structure functions given by: α(x) =
β (x) = e , ι(x) = x−1 for all x ∈ G; μ(x,y) is the product of elements x and y in the group G. Conversely, every
groupoid G with one unit is a group.

(ii) The pair groupoid PG(M). The set PG(M) = M×M is a PG0(M)- groupoid with respect to : α(x,y) =
(x,x);β (x,y) = (y,y);(x,y) and (y′,z) are composable iff y′ = y and (x,y) ·(y,z) = (x,z) and (x,y)−1 = (y,x), where
PG0(M) = {(x,x)|x ∈M}.

If M is a finite set with |M|= n elements, the groupoid PG(M) is denoted by PG(n). �

Definition 3. A morphism of groupoids from (G,α,β ;G0) into (G′,α ′,β ′;G′0) is a map f : G −→ G′ such that
f (μ(x,y)) = μ ′( f (x), f (y)) for all (x,y) ∈ G(2). �

Definition 4. Let (G,α,β ;G0) be a groupoid. A pair (H;H0) of nonempty sets such that H ⊆G and H0 ⊆G0

is a subgroupoid of G, if α(H) = β (H) = H0 and H is closed under multiplication ( when it is defined ) and
inversion.

We say that the subgroupoid (H;H0) is an unital subgroupoid resp.wide subgroupoid of G, if |H0| = 1 resp.
H0 = G0. �
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Example 5. (i) Each finite groupoid of type (n;1) is a group of order n. The groupoid PG(n) is a finite groupoid
of type (n2;n).

(ii) The symmetric groupoid Sn. A quasipermutation of the set M = {1,2, ...,n} is an injective function fk =(
i1 i2 . . . ik

fk(i1) fk(i2) . . . fk(ik)

)
where 1≤ k≤ n and {i1, i2, . . . , ik} is an ordered subset of M. The set Sn of all

quasipermutations has a structure of groupoid of type (r;s), where r = |Sn|=
n
∑

k=1
k!(
(n

k

)
)2 and s = |Sn,0|= 2n−1,

see [6].
S3 is a groupoid of type (33;7). The subset K(8;2) = { f j| j = 1,8} ⊂ S3, where:

f1 =
(

1 2
1 2

)
, f2 =

(
1 3
1 3

)
, f3 =

(
1 2
2 1

)
, f4 =

(
1 2
1 3

)
, f5 =

(
1 2
3 1

)
,

f6 =
(

1 3
1 2

)
, f7 =

(
1 3
2 1

)
, f8 =

(
1 3
3 1

)
is a subgroupoid of S3. �

The cyclic subgroupoid generated by a of a groupoid G, denoted by < a >, is the intersection of all sub-
groupoids of G which contain {a}.

Using the properties of structure functions of a groupoid we have that:

(1.1) < a >= {an|n ∈ Z} if α(a) = β (a),
where a0 = α(a) = β (a), an = an−1 ·a for n≥ 1 and an = an+1 ·a−1 for n < 0;

(1.2) < a >= {α(a),β (a),a,a−1} if α(a) �= β (a).

In the case α(a) �= β (a), the cyclic subgroupoid < a > is a finite groupoid of type (4;2) and it is denoted by
C(4;2).

We denote the restrictions of the structure functions α, β , ι and the composition law defined on the groupoid
G to C(4;2) by the same symbols. Then the structure functions of C(4;2) are given in the following tables:

x α(a) β (a) a a−1

α(x) α(a) β (a) α(a) β (a)
β (x) α(a) β (a) β (a) α(a)
ι(x) α(a) β (a) a−1 a

μ α(a) β (a) a a−1

α(a) α(a) a
β (a) β (a) a−1

a a α(a)
a−1 a−1 β (a)

A groupoid (G,α,β ;G0) is called cyclic groupoid if there exists an element a ∈ G such that < a >= G.

Example 6. (i) The pair groupoid PG(2) = {p1 = (1,1), p2 = (2,2), p3 = (1,2), p4 = (2,1)} is a cyclic groupoid
isomorphic with C(4;2).

(ii) The cyclic groupoid of PG(M) generated by (a,b) with a,b∈M is < (a,b)>= {(a,a),(b,b),(a,b),(b,a)}∼=
PG(2)∼= C(4;2). Hence PG(M) is not a cyclic groupoid. �

It is easy to prove the following theorem.

Theorem 7. Let G be a cyclic G0-groupoid. Then:
(i) for |G0|= 1 =⇒ G∼= Zn when |G|= n or G∼= Z when G is a infinite;
(ii) for |G0| ≥ 2 =⇒ G∼= C(4;2). �
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Lemma 8. Algorithm for determination of cyclic subgroupoids of a groupoid. The program BGroidAP6

Let a finite universal algebra (G,α,β ,μ , ι ;G0) such that |G| = n and |G0| = m with 1 ≤ m ≤ n, where
G = {a1, · · · ,am,am+1, · · · ,an} and G0 = {a1, · · · ,am}. We give an algorithm for decide if (G,α,β ,μ , ι ;G0) is
a groupoid and for determine the cyclic subgroupoids of G. This algorithm is constituted by the following stages.
Stage I. We introduce the initial data: n = |G|, m = |G0|; the functions α,β , ι and μ given by its tables of
structure, see [4], [5].

Stage II. Test for decide if the universal algebra (G,α,β ,μ , ι ;G0) considered in the first stage is a groupoid,
see [4], [5]. The element μ(a j,ak) is represented by 0 in the table of input data, if the product aj · ak is not
defined.

Stage III. Determine the cyclic subgroupoids of G. The following steps must be executed:
step 1. Write all nonempty subsets {x} of G;
step 2. Determine the cyclic subgroupoid < x > of G generated by x ∈ G;
step 3. Sort by cardinal all cyclic subgroupoids determined in the step 2;
step 4. List the cyclic subgroupoids produced in the above step;
step 5. For each cyclic subgroupoid obtained in the step 4, make its subgroupoid table.

The implementation of the above algorithm on computer is realized in the program BGroidAP6, which is
composed from the modules unit61.d f m and unit61.pas. The module unit61.pas consists from the principal
program followed of procedures and functions.

The principal program of the module unit61.pas is constituted from the following lignes.

The module unit61.pas

01 unit Unit1;
02 interface
03 uses
04 Windows, Messages, SysUtils,

Classes,Graphics, Controls,
Forms, Dialogs, Grids, DBGrids,
ShellAPI, Db, DBTables, StdCtrls,
Menus, ExtCtrls, ComCtrls,
ToolWin, Spin;

05 const
06 nmax = 200;
07 type
08 TSubSet = Set of Byte;
09 TForm1= class(TForm)
10 MainMenu1: TMainMenu;

The module unit61.pas

11 File1:TMenuItem;
12 OpenFile1: TMenuItem;
13 SaveFile1: TMenuItem;
14 GroupBox1: TGroupBox;
15 StringGrid1: TStringGrid;
16 StringGrid2: TStringGrid;
17 GroupBox2: TGroupBox;
18 StringGrid3: TStringGrid;
19 StringGrid4: TStringGrid;
20 OpenDialog1: TOpenDialog;
21 SaveDialog1: TSaveDialog;
22 Splitter1: TSplitter;
23 Splitter2: TSplitter;
24 ToolBar1: TToolBar;
25 ToolBar2: TToolBar;
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The module unit61.pas

26 Splitter4: TSplitter;
27 ToolButton1: TToolButton;
28 New1: TMenuItem;
29 ToolBar3: TToolBar;
30 ToolButton4: TToolButton;
31 ToolButton5: TToolButton;
32 Label2: TLabel;
33 SpinEdit1: TSpinEdit;
34 ToolButton6: TToolButton;
35 Label3: TLabel;
36 SpinEdit2: TSpinEdit;
37 ToolButton9: TToolButton;
38 Savesubgroupoid1: TMenuItem;
39 StatusBar1: TStatusBar;
40 StatusBar2: TStatusBar;
41 ToolButton3: TToolButton;
42 ToolButton11: TToolButton;
43� procedure FormShow(

Sender: TObject);
44� procedure Button2Click(

Sender:TObject);
45� procedure StringGrid1SetEditText(

Sender:TObject; ACol,ARow:
Integer; const Value: String);

46� procedure StringGrid2SetEditText(
Sender: TObject; ACol, ARow:
Integer; const Value: String);

47� procedure OpenFile1Click(
Sender: TObject);

48� procedure SaveFile1Click(
Sender: TObject);

49� procedure StringGrid3SelectCell(
Sender:TObject; ACol, ARow:
Integer; var CanSelect: Boolean);

50� procedure New1Click(
Sender: TObject);

51� procedure ToolButton4Click(
Sender: TObject);

52 procedure ToolButton9Click(
Sender: TObject);

53� procedure Savesubgroupoid1Click(
Sender:TObject);

54� procedure ToolButton3Click(
Sender: TObject);

The module unit61.pas

55 private
56 ForcedStop :Boolean;
57 err_message : String;
58 subgr : array[1..10000] of TSubSet;
59 units, SelectedSub : TSubSet;
60 m, n, nsub : Integer;
61 h :array[0..nmax, 0..nmax] of Byte;
62 u_left,u_right, inv : array[0..nmax]

of Integer;
63� procedure WMDropFiles(var Msg:

TWMDropFiles);
message WM_DROPFILES;

64� procedure PerformFileOpen(
const FileName1 :string);

65� procedure PerformFileSave(
const FileName1 : string);

66� procedure PerformSaveSubgroupoid(
t : TSubSet; const FileName1 : string);

67� procedure MakeUnitsTable;
68� procedure MakeGroupoidTable;
69� procedure MakeSubgroupoidTable(

t : TSubSet);
70� function ToStr(x : Integer) : String;
71� function SubsetToString(t

: TSubSet) : String;
72� function Cardinal(t : TSubSet) : Byte;
73� procedure Cover(var t : TSubSet);
74� function AlreadyFound(t

: TSubSet) : Boolean;
75� procedure AddSubgroupoid(t : TSubSet);
76 procedure GenerateCyclics;
77� procedure SortByCardinal;
78� procedure ListSubgroupoids;
79� function IsStructure : Boolean;
80� function IsSemigroupoid : Boolean;
81� function IsMonoidoid : Boolean;
82� function IsGroupoid : Boolean;
83 public
84 end;
85 var
86 Form1: TForm1;
87 implementation
88 {$R *.DFM}
89 end.

The procedures and functions marked by the symbol ”�” can be find in the program BGroidAP2 , see [5]. The
procedure TForm1.GenerateCyclics;, denoted by procedure 1, is formed by the lignes (1)01−(1)11 and the proce-
dure TForm1.ToolButton9Click(Sender: TObject);, denoted by procedure 2, is formed by the lignes (2)01− (2)08.
These lignes are presented in the following table:
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procedure 1 and procedure 2

(1)01 var
(1)02 i : Byte;
(1)03 t : TSubSet;
(1)04 begin
(1)05 for i := 1 to n do begin
(1)06 t := [i];
(1)07 Cover(t);
(1)08 if not AlreadyFound(t) then
(1)09 AddSubgroupoid(t);
(1)10 end;

,

procedure 1 and procedure 2

(1)11 end;
(2)01 begin
(2)02 nsub := 0;
(2)03 ForcedStop := false;
(2)04 GenerateCyclics;
(2)05 SortByCardinal;
(2)06 ListSubgroupoids;
(2)07 StatusBar2.SimpleText := tostr(nsub) +

’ subgroupoid(s) found.’
(2)08 end;

Example 9. Determination of cyclic subgroupoids of the groupoid K(8;2)( see Example 1.2(ii) ). Using the corre-
spondence K(8;2) = { f1, f2, f3, f4, f5, f6, f7, f8}←→ {1,2,3,4,5,6,7,8} the input data are the following:

8
2
1 2 1 1 1 2 2 2
1 2 1 2 2 1 1 2
1 2 3 6 7 4 5 8

1 0 3 4 5 0 0 0
0 2 0 0 0 6 7 8
3 0 1 5 4 0 0 0
0 4 0 0 0 1 3 5
0 5 0 0 0 3 1 4
6 0 7 2 8 0 0 0
7 0 6 8 2 0 0 0
0 8 0 0 0 7 6 2

Execute the program BGroidAP6 for K(8;2) and the window program of obtained results is presented in the
Figure 1.

Figure 1: The cyclic subgroupoids of a (8;2)-groupoid

Therefore, K(8;2) is a groupoid and it has the following 6 cyclic subgroupoids (see, Figure 1): C1
(1;1) =

{ f1},C2
(1;1) = { f2},C3

(2;1) = { f1, f3},C4
(2;1) = { f2, f8},C5

(4;2) = { f1, f2, f4, f6},C6
(4;2) = { f1, f2, f5, f7}.

We have that the cyclic subgroupoids C3
(2;1),C

4
(2;1) are isomorphic with Z2 and the cyclic subgroupoids C5

(4;2),C
6
(4;2)

are isomorphic with C(4;2). �

Example 10. Applying the program BGroidAP6 we have that the dihedral group
D6 = {e,a,a2,a3,a4,a5,b,ab,a2b,a3b,a4b,a5b|a6 = e,b2 = e,ba = a5b} has 10 cyclic subgroups: C1 = {e},C2 =
{e,a3},C3 = {e,b},C4 = {e,ab},C5 = {e,a2b},C6 = {e,a3b},C7 = {e,a4b},C8 = {e,a5b},C9 = {e,a,a2,a4},C10 =
{e,a,a2,a3,a4,a5}.

We have that Ci
∼= Z2 for i = 2,8,C9

∼= Z3 and C10
∼= Z6. �
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Remark 11. In the paper [4] is given the program BGroidAP3 for determination of the wide subgroupoids of a
groupoid. Also, in the paper [2] is presented the program BGroidAP8 for determination of the unital subgroupoids
of a groupoid. �
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Convex cost flow. Adaptation of network simplex algorithm

Cristian Dobre

Abstract: Starting from the optimality test in Network Simplex Algorithm with linear ob-
jective function and the way of keeping a convex function defined on integer numbers, is
proposed an adaptation of the algorithm mentioned above. The main topics in this article
are related to the way of finding optimality conditions in the convex model, together with a
description of the adapted algorithm.

Keywords: convex programming, combinatorial optimization, optimality conditions, network simplex.

1 Introduction

Let G=(N,A,c,u) be a network, where N denotes the set of nodes, A represents the set of arcs, c is the cost
function and u is the capacity function. If we denote by x the coresponding flow function, the liniar model of the
minimum cost flow problem is the following:

min

(
z = ∑

(i, j)∈A

ci jxi j

)

∑
j/(i, j)∈A

xi j− ∑
j/( j,i)∈A

x ji = b(i) ∀i ∈ N (1)

0≤ xi j ≤ ui j ∀(i, j) ∈ A

Without loss of generality, we have considered zero lower bounds for the flow x and also the model has only one
source node s and one sink node t, therefore the node values are b(i)=0, i ∈ N except for s and t.

In this model, if we denote gi j(xi j) = ci jxi j,∀(i, j) ∈ A where gi j : Di j −→ N and Di j = [0,ui j]∩N then we can
rewrite the objective function as z = ∑(i, j)∈A gi j(xi j)

The purpose of this article is to extend the linear form of the functions gi j and consider them as convex functions
of variable xi j.

The input data of the linear model requires 2m values,m for arc costs and m for arc capacities, where m is the
number of arcs in set A. Unlike the linear one, the convex model requires O(mu) values for the input data,where u
= max(i, j)∈Aui j, because we need to introduce ui j costs for every arc (i,j). Even if we consider the concise model
of the function we must first compute the costs mentioned above in O(mu) time. This situation occurs because we
have a different cost for each unit of flow sent along an arc. (See example 1).

If we have the concise function model, we compute the cost of sending the k-th unit of flow on arc (i,j) with
the formula:

ck
i j =

gi j(k)−gi j(k−1)
k− (k−1)

= gi j(k)−gi j(k−1) (2)

We solve the problem assuming that the solution(vector x) is contiguous [3], that is, if for the k-th unit of flow we
have the cost ck

i j then for the next one we have the cost ck+1
i j .

Example 1. Let (i,j) be an arc form the set A, with the capacity ui j=3. Notice the difference between the linear
function gi j(xi j) = 2xi j and the nonlinear one gi j(xi j) = 2x2

i j on the same Di j = [0,3]∩N (Figure 1).
In the graphics, the slope of each segment represents the cost of sending one more unit of flow on arc (i,j).

If the linear model makes use of the constant costs on each segment(the same slope) in order to establish
the optimality conditions, the convex model(proposed in my article) will develop a similar theory, and this is the
main target of the paper. To sum up, the convex model for which is proposed an adaptation of Network Simplex
Algorithm is:

min

(
z = ∑

(i, j)∈A

gi j(xi j)

)

∑
j/(i, j)∈A

xi j− ∑
j/( j,i)∈A

x ji = b(i) ∀i ∈ N (3)

0≤ xi j ≤ ui j ∀(i, j) ∈ A
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Figure 1: Flow cost comparison

where gi j(xi j) : [0,ui j]∩N −→ Z are convex functions.

2 Optimality Conditions

I present here a brief description of the network simplex algorithm for the problem (1).A detalied description
of the algorithm can be found in [1]. The primal network simplex algorithm maintains a basis structure (T,L,U)
which is primal feasible (all constraints are satisfied), but dual infeasible. A dual solution of the minimum cost
flow problem is a vector π of node potentials. For a given dual solution π , we define the reduced cost of an arc (i,j)
as cπ

i j = ci j−π(i)+π( j). The basis structure (T,L,U)is called dual feasible if there exists a set of node potentials
π satisfying the following optimality conditions cπ

i j = 0 for all (i, j) ∈ T,cπ
i j ≥ 0 for all (i, j) ∈ L and cπ

i j ≤ 0 for all
(i, j)∈U . The basis is said to be optimal if and only if it is both feasible and dual feasible, therefore dual feasibility
is equivalent with optimality conditions. T,L and U are all subsets of A. T is a particular one consisting in exact
n-1 arcs (where n is the number of nodes in N) that form a spanning tree for the given network. We compute the
vector π by solving the system cπ

i j = 0 for all (i, j) ∈ T .I intend to give another interpretation to the values of π ,
interpretation that will help to elaborate optimality conditions for the convex model.

Remark 2. In the present and following sections I will refer to the subset T ⊂ A as (optimal) spanning tree solution.

The potential vector π was introduced in order to characterize the cost of transporting one unit of flow from
node s to each node in N using arcs in T. The cost of transporting one unit of flow from node s to node k is obtained
over undirected paths starting with π(s) = 0 and then substracting the cost ci j if the arc is a forward arc in the
path, or adding the cost ci j if the arc is a backward one. When we reach node k the value obtaind by the algorithm
mentioned above is exactly π(k). The same values we obtain by solving the system cπ

i j = 0 for all (i, j) ∈ T .
Optimality can be interpreted in the following fashion: suppose we select an arc (p,q) ∈ L, we compare if the cost
of sending one unit of flow from p to q using undirected paths in T, which is (π(p)−π(q))is better than the cost
we have on arc (p,q) that is (cpq). The same interpretation can be obtained for the arcs in U. Here is a numerical
example for the statement above:

Example 3. In figure 2A, the value on each arc represents the cost of transporting one unit of flow and in figure 2B
we have the coresponding spanning tree solution,T(for details obtaining this spanning tree see [1]). Using costs
on arcs in T and the rule mentioned in the previous paragraph we obtain π = (0,−1,6,5,−3,2). The same values
we can compute from cπ

i j = 0 f orall(i, j) ∈ T . More, if arc (3,5) would have x35 = 0 then we can compare the cost
of transporting one unit of flow on arc (3,5) which is c35 = 6 with the cost of transporting the same unit using the
arcs in T, which is π(3)−π(5) = 9. Obviously is more efficient to use arc (3,5) therefore optimality condition is
not satisfied.

The most important remark is that a similar reasoning it is not posible for the convex model because the cost
changes at every unit of flow that we send forth or back on every arc in the network(if the cost function is not
linear). The result is the following: if the arc (p,q) has the capacity upq and the flow xpq = k we should keep two
cost values, namely the cost of transporting the (k+1)th unit, (ck+1

pq ) and the cost of sending back the kth unit,(ck
pq).

If xpq = 0 we set c0
pq =−∞ and if xpq = upq we set c

upq+1
pq = ∞.
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Figure 2: Flow cost comparison

Definition 4. Let cd
pq be the forward reduced cost of an arc (p,q), that is: the cost of transporting one unit of flow

in the cycle formed with the arcs in T and arc (p,q) when the orientation of the cycle is the same as the orientation
of arc (p,q).

Let ci
pq be the backward reduced cost of an arc (p,q), that is: the cost of transporting one unit of flow in the

cycle formed with the arcs in T and arc (p,q) when the orientation of the cycle is oposite to the orientation of arc
(p,q).

Theorem 5. A spanning tree solution is optimal if and only if ∀(i, j)∈ A−T we have cd
i j ≥ 0 and ci

i j ≥ 0. The flow
on all arcs in A, coresponding to this tree is the optimal solution for the minimum convex cost flow problem (3).

Proof. Let x∗ = (x∗i j)(i, j)∈A be the optimal solution. Assume there is (k, l) ∈ A with cd
kl < 0 or ci

kl < 0. Then by
sending one unit of flow in the cycle formed with arc (k,l) and arcs in T the total cost of transport decreases by

|cd/i
kl | units, therefore x∗ can not be optimal.

Reverse, if cd
i j ≥ 0 and ci

i j ≥ 0 ∀(i, j) ∈ A−T and assume that the curent solution, x∗ is not optimal, then ∃x0

optimal flow obtained by modifying x̄∗ with at least one unit. Let W be the cycle where the flow changing occurs.
Since W is formed with arcs from T ∪ (i, j) and cd

i j ≥ 0 and ci
i j ≥ 0 the total cost of transportation will increase(or

remain the same) no matter what is the orientation of W. So either coresponding value of the objective function z
for x0 is the same or x0 is not optimal.

3 Adaptation of the algorithm

We saw in the previous section, which are the optimality conditions. For this algorithm we only use the set T
representing arcs in A that form a spanning tree for the network. If at a certain moment the optimality conditions
are satisfied then the algorithm terminates, and we call T optimal spanning tree solution(see remark 2). On the
other hand, if T is not optimal we select the arc (p,q) having one of the reduced costs(forward or backward) given
by the formula:

cd/i
pq = max

(i, j)∈A−T
{ max

cd
i j<0,ci

i j<0
|cd

i j|, |ci
i j|} (4)

Arc (p,q) is called entering arc and will form a cycle(denoted by W) togheter with arcs in T. There are two
situations: entering arc was chosen because of its forward reduced cost or because of its backward reduced cost.
In the first case we define the orientation of W the same as the orientation of (p,q), and in the second one, oposite
to the orientation of (p,q). Algorithm sends one unit of flow along the orientation of W. After each unit of flow
modified in the network we have different costs on arcs(see example 1).

In order to avoid testing optimality at each unit flow changing we could use binary search, in the way it is
presented in [1] for the Cycle canceling algorithm.

After we have modified the flow, in case one of the arcs in W reaches its inferior or superior flow limit then he
will be the leaving arc. If any of the arcs satisfy the condition above we select as leaving arc, the arc (r,s)for which
ck

rs +ck+1
rs is maximum, where k is the amount of folw sent on arc (r,s). This rule assure that, if necessary the same

arc will enter the structure T and algorithm will continue sending flow on the same cycle.(Notice that costs change
every time flow changes so we are not positive that sending all posible flow on arc is an optimal decision).
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NETWORK SIMPLEX CONVEX COST ALGORITHM
BEGIN

∗ find a maximum flow in network G

∗ find arcs in set T

∗ WHILE ∃ cd
i j < 0 or ci

i j < 0 for (i, j) ∈ A−T

∗ select entering arc (p,q)

∗ push one unit of flow along the orientation of cycle W

∗ update arcs flow and costs

∗ identify the leaving arc (r,s)

∗ END

END.

Theorem 6. Algorithm Network Simplex Convex Cost determines the minimum cost flow for the network (N,A,c,u).

Proof. The algorithm starts with a maximum flow in network G. The amount of flow sent from source node s
to sink node t is constant. Algorithm modifies flow along cycles. The minimun cost of the objective function is
obviously inferior limited. Starting from a certain value of function z, given by the maximum flow determined in
line 1 algorithm decreases the value of z by modifying flow along cycles with negative reduced costs.When no such
cycles can be determined for arcs in A-T then algorithm terminates, and the value of z can not decrease anymore.

Remark 7. Regarding algorithm’s complexity, this depends on the way of solving maximum flow procedure; and
also the bottleneck operation is the number of the execution for cycle WHILE, which is obviously pseudopolyno-
mial (depends on arc capacities). Also the input data is pseudopolinomyal(for every arc we must determine each
cost of sending one more unit of flow) as I mentioned in example 1. Parallel solutions can be found in order to
determine leaving arc rule [4], or even for the input cost data, but this could be a topic for my next papers.

4 Numerical example

Let us consider the numerical example from figure 3, where gi j(xi j) = ci jxi j +x2
i j. We have there the values for

the coeficients of the cost functions ci j and arcs capacities ui j (A), a maximum flow distribution (determined with
any flow algorithm) xi j (B) and a spanning tree (C). Arcs in T, representing spanning tree solution, were chosen
from the arcs with 0 < xi j < ui j and if there are not n-1 arcs satisfying this condition, the rest were chosen at
random (under restriction to form a spanning tree). Therefore we have T={(1,2),(2,4),(3,4)}.

Figure 3: Initial values

We compute the costs of transporting each unit of flow on every arc in netwwork using formula 2, and present
them in figure 4.
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Figure 4: Cost values / arc

Figure 5 A shows the costs ck+1
i j and ck

i j for each arc (i,j) in the network, where k is the amount of flow sent
through arc (i,j).These costs follow the definition in section 2. Next we need to compute the reduced costs for arcs
in A-T using definition 4. Notice that for arcs with xi j = 0 we don’t have to compute ci

i j and for arcs with xi j = ui j

we don’t have to compute cd
i j because both are ∞.

A-T={ (1,3),(3,2),(2,3)} and ci
13 = −c3

13 + c3
12 + c5

24 − c1
34 = −9 + ∞ + 16− 6 > 0. We notice that for the

backward arcs in W=(1,2,4,3,1)we substract ck
i j and for the forward arcs we add ck+1

i j , where k, as I said before, is
the curent amount of flow sent through arc (i,j). In fact ci

13 is a comparison between the cost directly on arc (1,3)
and cost along existing undirected path (1,2,4,3). This is the same ideea as in the linear model, that led me to this
optimality test. In the same way we compute: ci

32 =−5+8−14 =−11 < 0 and cd
23 = 4+8−14 =−2 < 0. The

entering arc is (3,2), W=(3,4,2,3)in oposite orientation of arc (3,2).Flow and costs after sending one unit of flow
along W are presented in figure 5 B and 5 C respectivly. Bold dashed arcs form the new spanning tree solution,
after determining the leaving arc (2,4) as a consequence of max{14+12,5+3,10+8}

Figure 5: Numerical example

Next iteration we have: T={ (1,2),(3,2),(3,4) }. A-T={ (1,3),(2,4),(2,3) }. ci
13 = −9 + ∞− 3 > 0, ci

24 =
−12− 3 + 10 < 0, cd

24 = 14− 8 + 5 > 0 and cd
23 = 4 + 5 > 0. Entering arc is (2,4) and W=(4,2,3,4) in oposite

orientation of arc (2,4).Flow and costs after sending one unit of flow along W are presented in figure 5D and 5
E respectivly. Bold dashed arcs form the new spanning tree solution, after determining the leaving arc (3,2) as a
consequence of x32 = 0.

Next iteration we have: T={ (1,2),(2,4),(3,4) }. A-T={ (1,3),(3,2),(2,3) }. ci
13 = −9 +∞+ 8− 10 > 0, cd

23 =
4 + 12− 6 > 0 and cd

32 = 3 + 8− 10 > 0. Optimality conditions are satisfied, so the algorithm ends with optimal
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flow in figure 5 D and optimal value of z=16+21+18+24=79.
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WinNet - a network tool

Sanda Dragos, Radu Dragos

Abstract: Building Internet-like network topologies and performing simulations and/or em-
ulations on them is a task that all network-related topic researchers came across during their
study. We propose here a new tool which incorporates network topology generation, visual-
ization, simulation and an analyzing mobile agent based tool. This application can be used
for research purposes as well as an educational instrument. Even if it is mainly aimed for
computer networks, this application can be also used to solve non-computer network related
problems such as logical tasks or database searches.

Keywords: Network Simulator, topology generator, mobile agent, Wave

1 Introduction

The explosive growth of the Internet has been accompanied by a wide range of problems ranging from routing
to resource reservation or administration. New algorithms and policies that try to solve such problems need to
be tested on an abstraction network or on an actual network. Researchers rarely use real networks as their test-
beds because networks large enough to be representative are also very expensive and difficult to control. A more
efficient way to perform the tests is on emulated networks.

At first, researchers used very simple topologies (e.g. mesh, star, tree, ring, lattice, grid, cube) for their simula-
tions. However, they do not reflect any real network, and are generally used now only to simulate specific scenarios
such as LANs or other shared communication media. Simulating Internet-like network topologies is a very difficult
task as the Internet does not fit into some specific formats, and it is constantly changing. Thus, topology genera-
tors were developed. There are a wide variety of network topology generators available. Waxman [1] developed
one of the first topology generators, which is concerned with general random networks. One of the most popular
topology generators available is GT-ITM [2]. It focuses on reproducing the hierarchical structure of the topology
of the Internet, but also includes about five types of flat random graphs. Tiers [3] is based on a three-level hierarchy
aimed at reproducing the differentiation between Wide-Area, Metropolitan-Area and Local-Area networks com-
prising the Internet. Inet [4] and PLRG [5] are two topology generators concerned with emulating the connectivity
properties of Internet topologies as reported in [6].

Network simulators use topology generators like those mentioned above. For instance, the Network Simu-
lator (NS) [7] uses Inet, GT-ITM and Tiers topology generators, along with topologies specified by hand, while
OMNeT ++ [8] uses Inet. Most network simulators have already implemented existing data-link, network and
transport protocols (e.g. IP, TCP, UDP, PPP, Ethernet, MPLS with LDP and RSVP-TE).

In this context we propose a new simulation tool, called WinNet, that can be also used as a planning instru-
ment and topology analyzer. It uses GT-ITM as a network topology generator and Network Simulator (NS) as a
simulating instrument. It also creates, by using a mobile agent system called WAVE, “virtual” networks on which
to perform numerous analyzing tasks.

The Wave technology [9, 10] is based on parallel spreading of recursive program code (or waves) in open
systems1, accompanied by dynamic creation of virtual Knowledge Networks (KNs). Such networks can persist
and reflect any declarative or procedural information. Moreover, they may become active and capable of self-
evolution, self-organization and self-recovery. Other waves can navigate, control and modify KNs. All these
actions are performed without a central memory or a centralized control. Another important Wave feature is
that routines such as synchronization, message passing and garbage collection are implemented within the Wave
Interpreter which resides on physical nodes rather than being implemented within mobile agents as with other
mobile agent technologies. This and its syntax make Wave code very compact, perhaps 20 to 50 times shorter that
equivalent programs written in CC++ or Java [11].

1Constantly evolving and changing in time and space, while intensively exchanging information with other systems and with the environ-
ment [9]. Examples of open system are computer networks.
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2 The WinNet tool

WinNet is a Linux-based application that creates random network topologies by using GT-ITM on which it
may perform network simulations using NS by automatically building a network simulating application written in
Tk/Tcl. It extends GT-ITM by associating different (single or multiple) costs to each link. Such costs are randomly
chosen from given intervals. The most important WinNet feature, however, is that, by using a mobile agent system
called WAVE, it is able to create and modify virtual networks having specified topologies and to perform analyzing
tasks (such as finding all articulation points, determining the diameter, finding all and the maximum cliques) on
these topologies.

The WinNet name is formed of two particles starting with capitals: Win and Net. The Win particle contains
the initials of the three instruments used: WAVE, GT-ITM and NS, while Net indicates that it is an networking
tool.

The application starts with a selection window depicted in Fig. 1 which allows the selection of any starting
stage. That is because files created with this application during any previous utilization can be also used.

Figure 1: The main application window

The first application stage consists in building the random topology using GT-ITM. A very short help page is
also provided on the right hand side of the window (see Fig. 2(a)). Selecting values for variables that may exist only
within specific intervals are implemented by using combo-boxes. They also facilitate the creation of the topology
description file, which can be seen and modified if needed in a textbox environment.

(a) initial phase (b) final phase

Figure 2: Generating a random topology

After specifying the topology description file, the topology can be created by pressing the “Generate” button.
A configuration file specifies the number (one or more), the type (additive, multiplicative, concave) and the order
(increasing, decreasing) of metrics to be associate with each link. Their accepted value intervals can also be
specified in the configuration file. The newly created file specifying the generated topology can be viewed on the
right hand side of the same window (see Fig. 2(b)) in the exact place previously occupied by the help page. The
name of the topology file is generated using information from the topology specification file (i.e. <type of the
network><number of nodes>_<space dimension>_<method used for generating edges>) and it is listed on the
right-down corner of the textbox containing the content of the same file. If more files are generated, they all will
be listed there.
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The next application stage is converting the random topologies created in the previous stage into WAVE and
NS programs as depicted in Fig. 3. Random topology files generated using any previous utilization of the WinNet
application can also be used and are accessible for selection. The application allows the user to select either the
Wave or the NS conversion or both of them. Such conversion will apply to all random topology files existent in the
selected files environment. The code generated for WAVE and/on NS programs is listed in the right hand side of
this interface window.

Figure 3: Converting random topologies into Wave and/or NS programs

The third application stage is the Wave and/or NS representations. An interface window (see Fig. 4(a)) allows
choosing a specific topology to be represented either visually by NS, or virtually by WAVE. By using NS the user
would be able to see the network topology as presented in Fig. 4(b) and to watch the packet flows over different
scenarios that may be specified in the configuration file. Such scenarios may include setting an TCP or UDP
connection, setting LSP’s2 over different paths, watch the packet queues and observe if packets are dropped or
not, and so on. This scenarios can also be correlated with the findings offered by the Wave programs. One such
example is to set up LSP’s over shortest paths.

(a) Representation interface and Wave programs selection (b) Network visualization using NS

Figure 4: Representation of random topologies

Selecting the WAVE representation results in creating a virtual network on one or more physical network
nodes. Such network contains specified information associated with each link (as presented previously on the first
application stage). The virtual network will reside on the nodes where it was created and it can be navigated by
small mobile agents, called waves, programmed to perform a very large range of operations. Examples of such
operations that can be performed by waves implemented by WinNet are described below and can be viewed in
Fig. 4(a).

determining the diameter - The diameter is the maximum distance3 between any two network nodes. Such

2Label Switched Path used by the Multi-Protocol Label Switching (MPLS).
3The distance between two nodes is the number of nodes to be traversed in order to reach from one node to the other.
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metric might be used in estimating Time-to-Live (TTL)-like variables used by different protocols.

finding all articulation points - An articulation point is a node which if removed divides the initial graph. The
number and the exact location of articulation points can help in avoiding congestion points. Moreover, if
more adjacent nodes are articulation points, their common link may become over-utilized.

finding all cliques - A clique is any complete (full-mesh) subgraph/topology within the initial topology. Knowing
this information is useful for determining and avoiding possible cycles.

all shortest paths between two nodes - Shortest4 paths can be determined based on the metrics associated with
links. The path computation is performed in a parallel and distributed manner using waves. This allows
determining “shortest” paths based on multiple metrics. Shortest path trees starting from one node can also
be easily determined. They are mainly used in multicast routing.

get the number of the links - This feature can be used as feedback in order to determine how different GT-ITM
configuration files can affect the generated network topology in terms of number of links.

determine connectivity degree - The connectivity degree is twice the number of links over the number of nodes
and represents an average of the node degree, meaning the average number of incident links to a node. This
feature is important, for instance, in mobile agent programming because every mobile agent may multiply
within every node with the number of incident links, and thus in highly connected networks they might
generate too much traffic.

Other non-computer networks related problems, but which can be represented in a network-like model, can
also be solved using this application. The configuration file can specify the assignment of non-numerical values to
each link and/or node. Example of such applications are logic tasks and parallel database searches.

The WinNet flowchart is depicted in Fig. 5. It presents the main stages of our application, the files used, the
places where the configuration file is consulted and the dual finality of this application.

itm_files alt_files wave_files ns_files

create_top_spec create_gt-itm alt2ns-wave 

1

2

3

5

4

6

Topological analysis: 
       - cliques 
       - diameter 
       - articulation points 
       - shortest paths

1

2

3

5

4

6

.config

WinNet

Figure 5: The WinNet flowchart diagram

We used this tool to perform tests on our hierarchical routing protocol called Macro-routing [12] and also
to evaluate the performance of the Extended Full-Mesh aggregation [13] that we proposed for finding multiple-
constraint hierarchical paths.

4Shortest is equivalent, in this context, with BEST in relation with the metric used (i.e. by considering the order and the type of metrics).
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3 Summary and Conclusions

We presented in this paper an application called WinNet which uses GT-ITM to generate random network
topologies based on which there can be created simulations by using NS and/or virtual network representation,
using WAVE, used to analyze the network topology along with the random single or multiple metrics associated
with network links. Thus, WinNet can be used:

• as a planning tool by simulating various network configurations and traffic loads.

• as a network analysis tool, to answer questions such as: where will the bottlenecks be in the circuits?;
where are the shortest paths?; or what is the diameter and the connectivity on the network?

• as a networking educational tool.

• for solving other problems than the computer network ones (e.g. logic tasks, database searches).

The WinNet application has three main stages which can be accessed separately because they can use files
created previously by the application. Moreover, the system can be adjusted to specific needs using a configuration
file. Thus, the application can be extended to solve also non-computer network related problems. Moreover, the
WAVE representation allows assigning numerical or non-numerical values to nodes as well as to links. This is an
important feature for instance, in hierarchical routing, where traversing an aggregated node has an associated cost
as well as traversing a link. WinNet’s modularity facilitates future changes and extensions for this application.
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Recent Advances in Fuzzy Arithmetics

János Fodor, Barnabás Bede

Abstract: In the present paper we propose a comparative overview of some recent results
in fuzzy arithmetics. This study is motivated by the fact that the multiplication of two trape-
zoidal fuzzy numbers by using Zadeh’s extension principle is not of trapezoidal shape. Since
in several applications these are the fuzzy numbers which are only admitted, the result of the
multiplication is either approximated by a trapezoidal fuzzy number, either the multiplication
is given in such a way that the result is of trapezoidal shape. We study several approaches to
solve this problem both from the theoretical and practical point of view.

Keywords: fuzzy numbers, fuzzy arithmetics

1 Introduction

Uncertainties in different scientific areas arise mainly from the lack of human knowledge. In many practical
situations the uncertainties are not of statistical type. This situation occurs mainly in the case of modeling the
linguistic expressions because of their dependence on human judgement. Also, non-statistical uncertainty appears
in several situations if we cannot repeat a measurement, so we cannot build a probability distribution of a measured
variable. Fuzzy numbers are fuzzy subsets of the set of real numbers satisfying some additional conditions. Fuzzy
numbers allow us to model non-probabilistic uncertainties in an easy way.

Arithmetic operations on fuzzy numbers have also been developed, and are based mainly on the extension
principle [15] or on interval arithmetic [11]. When operating with fuzzy numbers, the result of our calculations
strongly depend on the shape of the membership functions of these numbers. Less regular membership functions
lead to more complicated calculations. Moreover, fuzzy numbers with simpler shape of membership functions
often have more intuitive and more natural interpretation.

Thus, there is a natural need of simple approximations of fuzzy numbers that are easy to handle and have a
natural interpretation. Trapezoidal or triangular fuzzy numbers are most common in current applications.

Considering the extension principle-based arithmetic operations on trapezoidal fuzzy numbers, the product of
two such fuzzy numbers is not of the same kind: the shape of these fuzzy numbers is not preserved. This fact leads
to serious problems mainly in the case of iterative calculations involving fuzzy numbers. In many situations this
problem is solved by approximating the result of the extension principle-based multiplication by a triangular or
trapezoidal number. In some other cases the arithmetical operations are defined in a way that the results are always
trapezoidal fuzzy numbers.

The aim of the present paper is to give an overview of recent advances in the study of these problems. After
the necessary preliminaries we consider two groups of solutions. Methods in the first one try to approximate a
fuzzy number with a trapezoidal one. Approaches in the second group re-define the arithmetic operations in such
a way that the results are trapezoidal fuzzy numbers directly. At the end we compare the methods and give some
conclusion.

2 Preliminaries

Definition 1. A fuzzy number is a function u : R→ [0,1] with the following properties:
(i) u is normal, i.e., there exists x0 ∈ R such that u(x0) = 1;
(ii) u(λx+(1−λ )y)≥min{u(x) ,u(y)} ,∀x,y ∈ R,∀λ ∈ [0,1] ;
(iii) u is upper semicontinuous on R, i.e., ∀x0 ∈ R and ∀ε > 0 there exists a neighborhood V (x0) such that

u(x)≤ u(x0)+ ε,∀x ∈V (x0) ;
(iv) The set supp(u) is compact in R, where supp(u) = {x ∈ R;u(x) > 0} .

We denote by RF the set of all fuzzy numbers.
Let a,b,c ∈R,a < b < c. The fuzzy number u : R→ [0,1] denoted by (a,b,c) and defined by u(x) = 0 if x≤ a

or x≥ c,u(x) = x−a
b−a if x ∈ [a,b] and u(x) = c−x

c−b if x ∈ [b,c] is called a triangular fuzzy number.
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For 0 < r ≤ 1 and u ∈ RF we denote [u]r = {x ∈ R;u(x)≥ r} and [u]0 = {x ∈ R;u(x) > 0} the r-level sets
(r-cuts) of u. It is well-known that for each r ∈ [0,1] , [u]r is a bounded closed interval, [u]r = [ur,ur]. Let u,v ∈RF

and λ ∈ R. We define the sum u+ v and the scalar multiplication λu by

[u+ v]r = [u]r +[v]r = [ur + vr,ur + vr]

and

[λu]r = λ [u]r =
{

[λur,λur] , if λ ≥ 0,
[λur,λur] , if λ < 0,

respectively, for every r ∈ [0,1].
We denote by #u = (−1)u ∈ RF the negative of u ∈ RF.
The product u · v of fuzzy numbers u and v, based on Zadeh’s extension principle, is defined by

(u · v)r = min{urvr,urvr,urvr,urvr}
(u · v)r

= max{urvr,urvr,urvr,urvr}.
Surely, the above formulas are not very practical from the computational point of view. Also, let us remark that
usually the fuzzy numbers which are used in practical applications are trapezoidal. So, the requirement that a
product operation should be shape-preserving seems to be natural.

Definition 2. A fuzzy number u ∈ RF is said to be positive if u1 ≥ 0, strict positive if u1 > 0, negative if u1 ≤ 0
and strict negative if u1 < 0. We say that u and v have the same sign if they are both positive or both negative.

Let u,v ∈ RF. We say that u ≺ v if ur ≤ vr and ur ≤ vr for all r ∈ [0,1]. We say that u and v are on the same
side of 0 if u≺ 0 and v≺ 0 or 0≺ u and 0≺ v.

Remark 3. If u is positive (negative) then #u is negative (positive).

Definition 4. For arbitrary fuzzy numbers u and v the quantity

D(u,v) = sup
0≤r≤1

{max{|ur− vr| , |ur− vr|}}

is called the (Hausdorff) distance between u and v.

It is well-known (see e.g. [3]) that (RF,D) is a complete metric space and D verifies D(ku,kv) = |k|D(u,v) , ∀u,v∈
RF, ∀k ∈ R.

The so-called L-R fuzzy numbers are considered important in fuzzy arithmetics. These and their particular
cases triangular and trapezoidal fuzzy numbers are used almost exclusively in applications.

Definition 5. ([4], p. 54, [13]) Let L,R : [0,+∞) → [0,1] be two continuous, decreasing functions fulfilling
L(0) = R(0) = 1,L(1) = R(1) = 0, invertible on [0,1]. Moreover, let a1 be any real number and suppose a,a be
positive numbers. The fuzzy set u : R→ [0,1] is an L-R fuzzy number if

u(t) =

⎧⎨
⎩ L

(
a1−t

a

)
, for t ≤ a1

R
(

t−a1

a

)
, for t > a1.

Symbolically, we write u =
(
a1,a,a

)
L,R , where a1 is called the mean value of u, a,a are called the left and the

right spread. If u is an L-R fuzzy number then (see e. g. [13])

[u]r =
[
a1−L−1 (r)a,a1 +R−1 (r)a

]
.

As a particular case, one obtains trapezoidal fuzzy numbers when the functions L and R are linear. A trapezoidal
fuzzy number u can be represented by the quadruple (a,b,c,d) ∈ R4, a ≤ b ≤ c ≤ d. In this case the r-level sets
are given by ur = a+ r (b−a) and ur = d + r (d− c). If we have b = c in the representation (a,b,c,d), the fuzzy
number is called triangular. Then we can use the triple (a,b,d) only.

A trapezoidal fuzzy number (a,b,c,d) can also be represented by a quadruple 〈m,U,L,R〉, where m = (b+c)/2
is the modal value, U = m− b is the upper tolerance, and L = m− a and R = d−m are the left and right lower
tolerances respectively (see Figure 1).

The r-level sets of a trapezoidal fuzzy number u = 〈mu,Uu,Lu,Ru〉 are given as follows:

[u]r = [mu−Lu + r(Lu−Uu),mu +Ru + r(Uu−Ru)]. (1)
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Figure 1: Two representations of a trapezoidal fuzzy number

3 Trapezoidal approximations

3.1 Conventional fuzzy arithmetic with trapezoidal fuzzy numbers

In conventional fuzzy arithmetic with u,v ∈ RF, the arithmetic operations ◦ ∈ {+,−, ·,÷} are defined by
applying interval arithmetic to the r-level sets [u]r = [ur,ur] and [v]r = [vr,vr] of the fuzzy numbers. The sum and
the difference of two trapezoidal fuzzy numbers are also trapezoidal. The product and the quotient are, however,
of non-trapezoidal shape.

As an example, consider u = (0,2,4,6) and v = (2,3,8). Then u+v = (2,5,7,14) and [u ·v]1 = [6,12], [u ·v]0 =
[0,48], with membership function shown in Figure 2.

Figure 2: Actual product of (0,2,4,6) and (2,3,8).

Trapezoidal approximation of the conventional product

In applications which use trapezoidal fuzzy numbers, for computational simplicity we often prefer to calculate
only the core [u · v]1 = [6,12] and the support [u · v]0 = [0,48] using interval methods. The resultant trapezoidal
fuzzy number (0,6,12,48) is then used for the approximation of the actual product in Figure 2.

Repeated operations on fuzzy numbers using conventional fuzzy arithmetic may have the effect of increasing
the uncertainty with each successive operation. This is inconsistent with the day to day experience and the intuitive
way people handle vague quantities [9].
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Trapezoidal approximation and least squares fitting

Turning back to the just mentioned trapezoidal approximation of the product of two trapezoidal fuzzy numbers,
a very natural idea is to use linear approximations of side functions based on classical least squares. Without going
into details, it is interesting to notice that the slopes of these least squares approximations are equal to the respective
slopes of the trapezoidal approximation determined by the core and the support of the product. For more details
and other results we refer to [5].

3.2 New trapezoidal approximation preserving the expected interval

As we have discussed in the previous sections, the usual (Zadeh’s extension principle-based) product does
not preserve the shape of the operands. Thus, the result of the product, for computational purposes has to be
approximated by trapezoidal number. A new, axiomatic approach has been introduced in [8]. We will call the
trapezoidal approximation of the product based on this method as new trapezoidal approximation of the product.

The method proposed in [8] gives the best approximation of the product under some appropiate conditions.
These conditions are natural, so in the approximation of the product the result obtained is motivated from the
theoretical point of view. Let us regard the trapezoidal approximation as an operator T, T : RF →RF, which for a
given fuzzy number u gives its trapezoidal approximation. The list of requirements which have to be satisfied by
an operator of this type are given in [8] below.

a. Conserving some fixed α-cut. E.g. if the operator preserves the 0 and 1 level sets, then the old trapezoidal
approximation is reobtained

b. Invariance to translation of the operator T

c. Invariance with respect to rescaling

d. Monotonicity with respect to inclusion

e. Idempotency (i.e. the trapezoidal approximation of a trapezoidal number is itself)

f. To be best approximation, that is, it should be the nearest in some prescribed sence (D(T (u),u) ≤ D(x,u)
for any trapezoidal number x)

g. Conserves the so-called expected interval, that is the original fuzzy number and its approximation has the

same expected interval (Let us recall here that the expected interval of u ∈ RF is
[∫ 1

0 urdr,
∫ 1

0 urdr
]
.

h. Continuity

i. Compatiblity with the extension principle

j. Monotonicity with respect to some ordering between fuzzy numbers

k. Invariance with respect to correlation. (see [7]).

In [8] the authors propose a trapezoidal approximation which is best approximation and preserves the expected
interval, that is conditions 6 and 7 are required. In this case, for u ∈ RF we obtain the trapezoidal fuzzy number
(t1, t2, t3, t4), where

t1 =−6
∫ 1

0
rurdr +4

∫ 1

0
urdr, (2)

t2 = 6
∫ 1

0
rurdr−2

∫ 1

0
urdr,

t3 = 6
∫ 1

0
rurdr−2

∫ 1

0
urdr,

t4 =−6
∫ 1

0
rurdr +4

∫ 1

0
urdr.

In [8], the authors proved also that conditions 2,3,4,5,8,9,10,11 are fulfiled. Moreover, the expected value of the
fuzzy numbers (called also defuzzification by the center of area method) is preserved.
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4 New operations resulting in trapezoidal fuzzy numbers

4.1 The cross product

In this section we study the theoretical properties of the cross product of fuzzy numbers. For more details see
[1] and [2]. Let R∗F = {u ∈ RF : u is positive or negative}. Firstly we begin with a theorem which was obtained
by using the stacking theorem ([12]).

Theorem 6. If u and v are positive fuzzy numbers then w = u% v defined by [w]r = [wr,wr], where wr = urv1 +
u1vr−u1v1 and wr = urv1 +u1vr−u1v1, for every r ∈ [0,1], is a positive fuzzy number.

Corollary 7. Let u and v be two fuzzy numbers.
(i) If u is positive and v is negative then u% v =#(u% (#v)) is a negative fuzzy number;
(ii) If u is negative and v is positive then u% v =#((#u)% v) is a negative fuzzy number;
(iii) If u and v are negative then u% v = (#u)% (#v) is a positive fuzzy number.

Definition 8. The binary operation % on R∗F introduced by Theorem 6 and Corollary 7 is called cross product of
fuzzy numbers.

Remark 9. 1) The cross product is defined for any fuzzy numbers in

R∧F = {u ∈ R∗F; there exists an unique x0 ∈ R such that u(x0) = 1} ,

implicitly for any triangular fuzzy numbers. In fact, the cross product is defined for any fuzzy number in the sense
proposed in [6] (see also [13]).

2) The below formulas of calculus can be easily proved (r ∈ [0,1]):

(u% v)r = urv1 +u1vr−u1v1,

(u% v)
r
= urv1 +u1vr−u1v1

if u is positive and v is negative,

(u% v)r = urv1 +u1vr−u1v1,

(u% v)
r
= urv1 +u1vr−u1v1

if u is negative and v is positive. In the last possibility, if u and v are negative then

(u% v)r = urv1 +u1vr−u1v1,

(u% v)
r
= urv1 +u1vr−u1v1.

3) The cross product extends the scalar multiplication of fuzzy numbers. Indeed, if one of operands is the real
number k identified with its characteristic function then kr = k

r = k,∀r ∈ [0,1] and following the above formulas
of calculus we get the result.

The following interpretation related to error theory is a further theoretical motivation of the use of the cross
product of fuzzy numbers. Indeed, the consistency of the cross product with the classical theory motivates its use
in the case of modeling uncertain data (uncertainty being due to errors of measurement).

We introduce two kinds of errors of fuzzy numbers corresponding to absolute error and relative error in classical
error theory and we study these with respect to sum and cross product.

Definition 10. Let u be a fuzzy number. The crisp number Δr
L(u) = u1− ur is called r- error to left of u and the

crisp number Δr
R(u) = ur− u1 is called r-error to right of u, where r ∈ [0,1]. The sum Δr(u) = Δr

L(u)+Δr
R(u) is

called r-error of u.

If u expresses the fuzzy concept A then Δr
L(u) and Δr

R(u) can be interpreted as the values of tolerance of level
r from the concept A to left and to right, respectively. For example, if the triangular fuzzy number u = (5,7,9)

expresses ”early morning” then Δ
1
2
L (u) = 1 (one hour) is the tolerance of level 1

2 of u towards night from the concept
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of ”early morning” and Δ
1
4
R (u) = 0.5 (30 minutes) is the tolerance of level 1

4 of u towards noon from the concept of
”early morning”.

A new argument in the use of addition of fuzzy numbers as extension (by Zadeh principle) of real addition is
the validity of the formula

Δr (u+ v) = Δr (u)+Δr(v)

which is consistent to the classical error theory. It is an immediate consequence of the obvious formulas

Δr
L (u+ v) = Δr

L (u)+Δr
L (v)

and
Δr

R (u+ v) = Δr
R(u)+Δr

R (v) .

Now, let us study the relative error of the cross product.

Definition 11. Let u be a fuzzy number such that u1 �= 0 and u1 �= 0. The crisp numbers δ r
L (u) = Δr

L(u)
|u1| and

δ r
R (u) = Δr

R(u)
|u1| are called relative r-errors of u to left and to right. The quantity δ r(u) = δ r

L(u)+ δ r
R(u) is called

relative r-error of u.

Theorem 12. If u and v are strict positive or strict negative fuzzy numbers then δ r (u% v) = δ r (u)+δ r (v) .

Corollary 13. If u is a strict positive fuzzy number then δ r
L (u%n) = nδ r

L (u) , δ r
R (u%n) = nδ r

R (u) and δ r (u%n) =
nδ r (u) .

The above theorems show us that the cross product is consistent with the classical error theory (the propagation
of errors is governed by a similar law as in the classical case).

4.2 New arithmetic operations on trapezoidal fuzzy numbers

In [10] a new set of arithmetic operations was introduced for L−R fuzzy numbers. Now we consider its
specification for trapezoidal fuzzy numbers. We will employ representation (1) here.

Let u = 〈mu,Uu,Lu,Ru〉 and v = 〈mv,Uv,Lv,Rv〉 be two trapezoidal fuzzy numbers and consider any arithmetic
operation ◦ ∈ {+,−, ·,÷}. By definition from [10],

mu◦v = mu ◦mv,

and

[u◦ v]r = [mu ◦mv−Lr(u,v),mu ◦mv +Rr(u,v)]

with

Lr(u,v) = max{Lu− r(Lu−Uu),Lv− r(Lv−Uv)},

Rr(u,v) = max{Ru− r(Ru−Uu),Rv− r(Rv−Uv)}.
The result is not trapezoidal (see [10]). Its side functions are piecewise linear in general.

Simplified operations on trapezoidal fuzzy numbers

In [14], a simplification of Ma et al’s definition was published. Essentially, it is just the traditional trapezoidal
approximation applied for Ma et al’s result. More formally, let u = 〈mu,Uu,Lu,Ru〉 and v = 〈mv,Uv,Lv,Rv〉 be two
trapezoidal fuzzy numbers and consider any arithmetic operation ◦ ∈ {+,−, ·,÷}. Then define the extension of ◦
as follows:

u◦ v = 〈mu ◦mv,max{Uu,Uv},max{Lu,Lv},max{Ru,Rv}〉 .
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5 Comparisons

Now we compare from the experimental point of view, four of the approaches outlined above: i) actual product
(based on the extension principle), ii) old trapezoidal approximation of the actual product, iii) the cross product,
iv) new trapezoidal approximation of the actual product. We do not include in the discussion the method proposed
in [10], this being subject of future research.

We have performed several experiments on the above mentioned four operations and we illustrate the results by
one sample (the behaviour being the same in all the cases for trapezoidal numbers with positive support). Surely a
theoretical validation of the experimental results is necessary and this is subject of future research.

Trapezoidal fuzzy numbers (1,5,8,10), (1,3,4,8) are considered, and the four cases are illustrated in Figure
1. The solid vertical line and the dashed vertical line represent the defuzzified values of the results by centroid and
expected values (center of area) methods, respectively.

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1
The product based on the extension principle

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1
Old trapezoidal approximation of the product

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1 The cross product

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1 New trapezoidal approximation of the product

Figure 3: The product of two trapezoidal fuzzy numbers obtained by the different approaches discussed in the
paper.

Figure 1 does not show a striking difference between the results of the different methods. However, the dif-
ference can be significant if we perform iterative computations with fuzzy numbers. In order to show this we
consider the exponential functions obtained as power series with respect to the product type operations discussed
above. In Figure 3 the results of the exponential-type functions are presented. The fuzzy number considered in the
exponent is (2.2,4.6,4.7,5). Solid thin line represent again defuzzification by centroid method, while dashed line
the expected value.

Significant difference can be observed between the different results in this case. Indeed, the iterative use of the
product operations leads to different result even after defuzzification. This problem can be avoided by considering
and examining all the operations in all the practical problems considered and taking them into account there.

This figure suggests us also that we should be careful with the use of the cross product in the construction of
an exponential, since in some cases the result given by this operation is negative, which can never be possible. The
figure suggests that probably the best behavior is that of the new trapezoidal approximation.

Also, we observe (from the experimental results) that after defuzzification (by centroid method) the result of
the cross product is usually smaller than that of the new trapezoidal approximation, which is smaller at its turn than
the old trapezoidal approximation of the product, however the results are not very different. Surely, mathematical
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0 50 100 150
0

0.5

1
Exponential by using the cross product

0 50 100 150
0

0.5

1
Exponential by using the old trapezoidal approximation

0 50 100 150
0

0.5

1
Exponential by using the new trapezoidal approximation

Figure 4: The exponential of a fuzzy number.

investigation of this property is subject of future research.

6 Conclusions and further research

Recent advances in fuzzy arithmetics have been discussed both from theoretical and practical point of view.
As a conclusion of this research we can state that the theoretical properties of the cross-product and the new
trapezoidal approximation motivate the usefulness of both methods. The most conservative method is the old
trapezoidal approximation. So, there exist reasons for using all the above mentioned approaches and to take into
account the results of all approaches in applications (e.g., in risk analysis).
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Influence of the Parameters in the Learning Algorithm for Travelling
Salesman Problem Solved with Kohonen Neural Network

Marieta Gâta, Gavril Toderean

Abstract: In this paper we present an application of Kohonen Neural Network to the Prob-
lem of Travelling Salesman. We implemented this algorithm of Travelling Salesman Problem
in a Java program. We try to experiment with different values for parameters of algorithm
like: number of iteration, learning rate, neighborhood radius, minimum distance, number of
neurons, number of cities, etc. and we’ll see how they affect the algorithm.

Keywords: Travelling Salesman Problem, Kohonen Neural Networks

1 Introduction

Algorithm
The main idea of Kohonen Neuronal Networks is to leave the network to construct himself. To do this we

have to present patterns continuously and randomly until stability is reached. Kohonen Network is composed by
two kinds of neurons. First type of neurons has each neuron connected with each neuron (even himself) of this
collection. Th weight value of one neuron depends on the distance between neurons. The weight ri j between

neuron i and j is given by: ri j = e
−d2

i j
2∗theta2 , where di j is the Euclidean distance between neuron i and j, and theta

is width of the neighborhood (always a positive value). To enter data in the network we need another layer of
neurons (the second group of neurons), this layer do not belongs to the same topological rules of the previous
network. Each neuron of this group is connected with each neuron of the first group. We will note w the weight
that connects the two groups.

The steps of the algorithm are:

a. We situate the neurons of the first group in a solicited final pattern (neurons of first group will have an
attribute of position x and y). The final solution is the shorter circle that connects all towns. We will place
k neurons, uniformly, in a circle formation, where k is the number of neurons in first group (k ≥ number of
towns). Input of this network will be the coordinates of the towns. The second group will count 2 neurons,
xi and yi (n = 2). We initialize all weights with random values. Also we initialize learning rate, indices of
iteration t=1, width of the neighborhood.

b. We get a random town and we put his coordinates to input neurons. xi and yi values represent the coordinates
of the point.

c. We find the j neuron for that: d2
i j = (xi−wx j)2 +(yi−w2

y j) is minimal. We find the winner neuron using the
minimum distance criteria. wx j is the weight value between neuron xi and neuron j (where j belongs from
the first group). Formula is the same for wy j. General formula: ∑

n
(ni−wn j)2 is minimal, where n is the nth

neuron’s input and wn j is the neuron’s weight

d. We adjust all the w weights with formula:

wxi = wxi + phi∗ ri j ∗ (xi−wxi)

wyi = wyi + phi∗ ri j ∗ (yi−wyi)

for the winner neuron and the neurons which are in the neighborhood, with the learning rate parameter (phi).
For general case, the formula looks like:

wni = wni + phi∗ ri j ∗ (ni−wni)

for all i neurons from the first group and for all n neurons from the second group. This learning is competitive.
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e. We decrease with time theta and phi using the following equations: theta = theta0 ∗e
−t
λ and phi = phi0 ∗e

−t
λ

where l denotes a time constant, t is the current time-step (iteration of the loop), phi is learning rate, theta
is width of the neighborhood function, theta = theta0 and phi = phi0 at the commencement of training (at

time t0). After that we recalculate ri j weights: ri j = e
−d2

i j
2∗theta2 .

f. If phi < epsilon then we go to the step 2 otherwise we stop the algorithm.

2 Observations

After training the weights will be closer to the coordinates of the points. The red path (from Figure1)
should be the shortest path to reach all towns. The indices of the points and the relations of the neighborhood will
indicate the route.

Learning rate and neighborhood decrease according as the number of iteration is increasing. In phase of
ordering, learning rate is about 0.9 and in phase of adjustment learning rate is about 0.02. In step of ordering, the
neurons are ordinate so that the neighbors respond to closer class. In this step, learning rate and neighborhood are
large. In step of adjusting, the neurons with weights are approach to the prototypes of the classes. These neurons
could be the neurons in the neighborhood or even the winner neuron. In this step learning rate and neighborhood
are small.

3 Experimental results

We try experimenting with different values for the number of iteration t, initial learning rate phi0, different
neighborhood radius theta, and we’ll see how they affect the algorithm.

The learning rate at the start of the training is set to 0.5, after then gradually decays over time so that during
the last few iteration it is close to zero.

The width of the neighborhood decreases with number of iteration (time-step), too.
The minimum distances could be Euclidean, Manhattan, and Hamming.
In the next table we try different values for cities and neurons and the program calculates values for phi and

theta. Also we want to evaluate the time for different values of epochs. When number of cities remains the same
(cities=10 and neurons=20) and number of neurons is rising, the time is risen a little and the degree of 10- remains
about the same for phi and theta.

We observe that when the number of neurons remains constant (neurons=10 and cities=20) and the number of
cities is increasing, the time remains approximate the same and the degree of 10- remains about the same for the
values phi and theta.

Neurons Cities Epochs Time Phi Theta
10 10 1000 1’6” 1.1x10−5 1.1x10−5

10 10 2000 2’7” 6.1x10−10 6.1x10−10

10 10 3000 3’19” 3.2x10−14 3.2x10−14

Table 1

Neurons Cities Epochs Time Phi Theta
20 10 1000 1’3” 1.3x10−5 1.3x10−5

20 10 2000 2’4” 8x10−10 8x10−10

20 10 3000 3’48” 1.9x10−14 1.9x10−14

Table 2

Neurons Cities Epochs Time Phi Theta
10 20 1000 1’6” 1.1x10−5 1.1x10−5

10 20 2000 2’7” 6.2x10−10 6.2x10−10

10 20 3000 3’19” 3.1x10−14 3.1x10−14

Table 3
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All this experiments (table 1, table 2, table 3) was effectuated with momentum=0.99 (speed) and near=0.01.
In the next experiments we try different values for moments and the neurons and cities will remains the same

(neurons=10, cities=10).
We observe that when the value of momentum decrease (from 0.99 to 0.9 and then to 0.8) the value for phi and

theta is decreasing very fast, approximative with the degree of 10−1 per second for momentum=0.9 and with the
degree of 10−2 per second for momentum=0.8. Also we observe that when momentum is decreasing, the time is
remains approximative the same. For all this value of momentum (0.8 and 0.9) the accuracy is very coarse.

Momentum (speed) Near Epochs Time Phi Theta
0.99 0.01 1000 1’6” 1.1x10−5 1.1x10−5

0.99 0.01 2000 2’7” 6.1x10−10 6.1x10−10

0.99 0.01 3000 3’19” 3.2x10−14 3.2x10−14

Table 4

Momentum (speed) Near Epochs Time Phi Theta
0.9 0.01 1000 1’4” 2.1x10−49 2.1x10−49

0.9 0.01 2000 2’8” 4.0x10−94 4.0x10−94

0.9 0.01 3000 3’12” 1.4x10−138 1.4x10−138

Table 5

Momentum (speed) Near Epochs Time Phi Theta
0.8 0.01 1000 1’4” 2.0x10−106 2.0x10−106

0.8 0.01 2000 2’5” 1.1x10−201 1.1x10−201

0.8 0.01 3000 3’12” 1.2x10−292 1.2x10−292

Table 6

Initial values are phi=05., theta=0.5, near=0.01, alpha=0.0, minimum distance is Euclidean.
The minimum distances could be Euclidean, Manhattan, and Hamming. If minimum distance is Manhattan:

di j = (xi−wx j)+(yi−wy j) then these are the current values for this distance:

Neurons Cities Epochs Time Phi Theta
10 10 1000 1’4” 1.8x10−5 1.8x10−5

10 10 2000 2’7” 7.1x10−10 7.1x10−10

10 10 3000 3’14” 3.9x10−14 3.9x10−14

Table 7

Neurons Cities Epochs Time Phi Theta
20 10 2000 2’38” 6.4x10−10 6.4x10−10

20 10 3000 3’58” 3.9x10−14 3.9x10−14

Table 8

Neurons Cities Epochs Time Phi Theta
10 20 1000 1’6” 1.5x10−5 1.5x10−5

10 20 2000 2’11” 6.0x10−10 6.0x10−10

10 20 3000 3’13” 3.9x10−14 3.9x10−14

Table 9

Neurons=10, cities=10, near=0.10, momentum=0.99 for values from Table 7, Table 8 and Table 9. We observe
that these values are approximative the same as in the case of Euclidean distance.

In Figure 1 we present interface of the program. This program is create in Java J2SDK1.4. Up in the left is a
grid with all the neurons and the citis represented. Up in the right are all the values of phi for all neurons. In the
corner left-down are all the coordinates for neurons and for the cities. It is calculated dynamic the sum of the path,
and it is showed some remarkable valus. In the corner right-down the user can modify some value for studing the
influence of these parameters for the algorithm.
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Figure 1: Travelling Salesman Problem resolved with Kohonen Neural Networks

4 Future work

The long term goal is to advance our level of understanding about simulated evolution as a means to
configure and optimize Artificial Neural Nets. The medium term goal is to apply our methods to a series of
interesting problems. A secondary goal is educational in nature. We attempt to write our software with ample
explanation, not just for the user, but for the engineer/programmer who wants to understand the innermost detail.
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Rationality of Fuzzy Choice Functions Through Indicators

Irina Georgescu

Abstract: In this paper we study the rationality of a fuzzy choice function C by means of the
rationality indicators RatG(C) and RatM(C). RatG(C) expresses the degree of G-rationality
of C and RatM(C) expresses the degree of M-rationality of C.

Keywords: fuzzy choice function, rationality indicators, multiple criteria decision–making

1 Introduction

Samuelson’s theory of revealed preference [11] expresses the rationality of a consumer in terms of some pref-
erence relation associated with a demand function. Uzawa [15], Arrow [1], Richter [10] , Sen [12] and many
others enlarged Samuelson’s theory of revealed preference introducing in an abstract setting the concept of choice
function.

Real world cases have required the assumption of vague preferences and vague choices. Vague preferences are
modelled by fuzzy preference relations [4]. Even if the preference is ambiguous, the choice can be exact or vague.
When the choice is exact it will be described by a crisp choice function (see [9] for a detailed discussion).

There exist cases (negotiations on electronic marketplaces) when the decision maker cannot make a definitive
choice. In this process of decision making, the choice is potential [2]. Consequently we need to consider fuzzy
choice functions. Papers [5], [6], [7] develop a theory of revealed preference for a large class of choice functions.
The choice functions studied in these papers include these of Banerjee [2].

In this paper there are defined two indicators: the indicator of G-rationality RatG(C) and the indicator of M-
rationality RatM(C). RatG(C) expresses the degree to which the choice function C is G-rational and RatM(C)
expresses the degree to which C is M-rational. Besides these rationality indicators, we introduce two indicators of
normality studied NormG(C) and NormM(C).

The indicators RatG(C) and RatM(C) refine the notions of G–rationality and M–rationality and NormG(C) and
NormM(C) refine the notions of G–normality and M–normality.

These indicators allow us to compare the fuzzy choice functions from their rationality point of view. Accord-
ingly, for two fuzzy choice functions C1 and C2, when RatG(C1)≤ RatG(C2) we can consider that C2 is superior to
C1 with respect to G–rationality.

The four indicators are connected by the relation NormM(C)≤ RatM(C)≤ RatG(C) = NormG(C).
Another result is the inequality NormG(C)≤ Fα(C) where Fα(C) is an indicator that expresses the degree to

which consistency condition Fα is verified [7].
We prove the equality A(C) = NormG(C)∧Trans(R) where A(C) is the Arrow indicator of C [8] and Trans(R)

is the degree of transitivity of the revealed preference relation R associated with C.
Instead of deciding whether or not a choice function is rational, it is better to measure the degree to which

a choice function is rational. These indicators of rationality allow us to compare the choice functions from their
rationality point of view.

There are cases when a multiple criteria decision making problem can be converted into a fuzzy choice problem.
In order to establish the corresponding fuzzy choice problem, the existing information can be subject to the analysis
of several independent experts. The result of each expert leads to a fuzzy choice problem; we will have as many
choice problem proposals as many experts are. The decision-maker will select the one that reflects more faithfully
the reality. He will make his decision according to a principle of rationality: the best decision will correspond to
the fuzzy choice problem with the highest degree of rationality.

Our intention is to prove the efficaciousness of such concepts and results by using them in multiple criteria
decision making problems.

2 Preliminaries

For any {ai}i∈I ⊆ [0,1] we denote
∨
i∈I

ai =sup {ai|i ∈ I} and
∧
i∈I

ai =inf {ai|i ∈ I}. We consider the residuum→

of the Gödel t-norm ∧ a→ b =
∨
{c ∈ [0,1]|a∧ c≤ B} and the biresiduum a↔ b = (a→ b)∧ (b→ a) [3].
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Let X be a non-empty set. A fuzzy set A of X is a function A : X → [0,1]. We denote by F(X) the family of
fuzzy subsets of X . A ∈ F(X) is normal if A(x) = 1 for some x ∈ X . If x1, . . . ,xn ∈ X then [x1, . . . ,xn] will be the
characteristic function of {x1, . . . ,xn}. For A,B ∈ F(X) we denote

I(A,B) =
∧
x∈X

(A(x)→ B(x)); E(A,B) =
∧
x∈X

(A(x)↔ B(x)).

I(A,B) is called the subsethood degree of A in B and E(A,B) is called the degree of equality of A and B.
A fuzzy preference relation on X is a function Q : X2 → [0,1]. Q is said to be
• transitive if Q(x,y)∧Q(y,z)≤ Q(x,z) for any x,y,z ∈ X ;
• strongly complete if Q(x,y) = 1 or Q(y,x) = 1 for any x,y ∈ X .
For any fuzzy preference relation Q on X we define
Trans(Q) =

∧
x,y,z∈X

[(R(x,y)∧R(y,z))→ R(x,z)]

SC(Q) =
∧

x,y∈X

[Q(x,y)∨Q(y,x)].

It is obvious that Trans(Q) = 1 iff Q is transitive and SC(Q) = 1 iff Q is strongly complete. Trans(Q) will be
called the degree of transitivity of Q and SC(Q) the degree of strong completeness of Q.

3 Rational Fuzzy Choice Functions

A fuzzy choice space is a pair 〈X ,B where X is a non-empty universe of alternatives and B is a non-empty
family of non-zero fuzzy subsets of X . Following [5], [6], a fuzzy choice function on 〈X ,B〉 is a function C : B→
F(X) such that for any S ∈ B, C(S) is a non-zero fuzzy subset of X and C(S)⊆ S. For any S ∈ B and x ∈ X , S(x)
is the availability degree of alternative x. In interpretation, every available set S ∈B corresponds to some criterion
or attribute of alternatives. Our definition of a fuzzy choice function generalizes Banerjee’s [2]. In [2] the domain
of a fuzzy choice function is made of all non-empty finite subsets of X and the range is made of fuzzy subsets of
X . In our approach, both the domain and the range of a choice function contain fuzzy subsets of X .

Let 〈X ,B〉 be a fuzzy choice space and Q a fuzzy preference relation on X . For any S ∈ B let us define the
fuzzy subsets G(S,Q) and M(S,Q) of X .

G(S,Q)(x) = S(x)∧
∧
y∈X

[S(y)→ Q(x,y)]

M(S,Q)(x) = S(x)∧
∧
y∈X

[(S(y)∧Q(y,x))→ Q(x,y)]

In the crisp case G(S,Q) is the set of Q-greatest elements of X and M(S,Q) is the set of Q-maximal elements
of X . It is easy to see that G(S,Q)⊆M(S,Q). In general G(.,Q) and M(.,Q) are not fuzzy choice functions. If Q
is reflexive and transitive and X is finite then G(.,Q) and M(.,Q) are fuzzy choice functions.

A fuzzy choice function C is G-rational (resp. M-rational) if C = G(.,Q) (resp. C = M(.,Q)) for some fuzzy
preference relation Q on X . To a fuzzy choice functions one assigns the revealed preference relation R on X defined
by

R(x,y) =
∨

S∈B

(C(S)(x)∧S(y)) for any x,y ∈ X .

C is called G-normal (resp. M-normal) if C = G(.,R) (resp. C = M(.,R)).
Let C1,C2 be two fuzzy choice functions on 〈X ,B〉. We define the degree of similarity E(C1,C2) of C1 and C2

by E(C1,C2) =
∧

S∈B

∧
x∈X

(C1(S)(x)↔C2(S)(x)).

4 Rationality Indicators

Let 〈X ,B〉 be a fuzzy choice space and C a fuzzy choice function on 〈X ,B〉. Denote by R the set of fuzzy
preference relations on X . Define

RatG(C) =
∨

Q∈R

E(C,G(.,Q)), NormG(C) = E(C,G(.,R)),

RatM(C) =
∨

Q∈R

E(C,M(.,Q)), NormM(C) = E(C,M(.,R)).

For any set X , NormG(C) = 1 iff C is G-normal and NormM(C) = 1 iff C is M-normal.
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The number RatG(C) (resp. RatM(C)) is called the indicator of G-rationality (resp. M-rationality) of C. RatG(C)
(resp. RatM(C)) expresses the degree to which the choice function C is G-rational (resp. M-rational). NormG(C)
(resp. NormM(C)) is called the indicator of G-normality (resp. M-normality) of C and evaluates the degree to
which C is G-normal (resp. M-normal).

Theorem 1. NormM(C)≤ RatM(C)≤ RatG(C) = NormG(C).

Theorem 2. If Q is a fuzzy preference relation on X then SC(Q)≤ E(G(.,Q),M(.,Q)).

For a fuzzy choice function C we define
ScRat(C) =

∨
Q∈R

(E(C,G(.,Q))∧SC(Q))

Theorem 3. ScRat(C) =
∨

Q∈R

(E(C,M(.,Q))∧SC(Q)).

ScRat(C) is called the indicator of strongly complete rationality of C.

Theorem 4. NormM(C)≤ ScRat(C).

Following [6], we say that C verifies the fuzzy consistency condition Fα if for all S,T ∈B and x ∈ X , I(S,T )∧
S(x)∧C(T )(x)≤C(S)(x). Fα is a fuzzy version of Sen’s consistency condition α [12]. For a fuzzy choice function
C we define

Fα(C) =
∧

S,T∈B

∧
x∈X

[I(S,T )∧S(x)∧C(T )(x))→C(S)(x)].

It is easy to see that Fα(C) = 1 iff C verifies Fα .

Theorem 5. NormG(C)≤ Fα(C).

Cf. [8], C verifies the Fuzzy Arrow Axiom (FAA) if for any S1,S2 ∈B and x ∈ X ,
I(S1,S2)∧S1(x)∧C(S2)(x)≤ E(S1∩C(S2),C(S1)).
Let us define the Arrow index of a fuzzy choice function C by
A(C) =

∧
S1,S2∈B

∧
x∈X

[(I(S1,S2)∧S1(x)∧C(S2)(x))→ E(S1∩C(S2),C(S1))].

It is obvious that A(C) = 1 iff C satisfies FAA.
Recall hypotheses H1 and H2 [5]:
H1 Every S ∈B and C(S) are normal fuzzy subsets of X ;
H2 B includes the fuzzy sets [x1, . . . ,xn] for any n≥ 1 and x1, . . . ,xn ∈ X .

Theorem 6. If C satisfies hypotheses H1 and H2 then A(C) = NormG(C)∧Trans(R).
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A Portal Application for Accessing Grid Resources and Services

Alexandru Gherega, Felicia Ionescu

Abstract: Grid computing technologies offers specific mechanisms to allow heterogeneous
resource and data sharing over wide spread network areas with improved QoS forming a
single virtual system image by providing transparency of the mechanisms involved for the
end-user. The Grid systems entities are assured with interoperability aspects through use of a
standard interface which translates user requirements and resource specifications into a com-
mon language regardless of hardware, software and operating system of the resource. In this
settings the resource and data coordination and monitoring become an important aspect due
to considerable diversity and dynamic behavior of entities with which a user might want to
interact. We present here a portal application architecture by which non-grid users can ac-
cess Grid resources. The main components of our architecture are the resource management
and monitoring Grid services: MiddlewareService and StatusService. The Grid system and
services were developed using the Globus Toolkit open source software.

Keywords: computational grid, grid computing, grid service, portal.

1 Introduction

In the early 90’s researchers in computing science area were exploring the design and development of a new
distributed computing technology and infrastructure which could allow geographically dispersed resources to be
aggregated into a single virtual system which in turn provides reliable, secure and easy access to computing power.
An analogy emerged by looking at the power grids model and evolution which provided reliable, low-cost access
to standardized services with the result that power became universally available. Thus the computational Grid term
emerged and is used to define the new infrastructure that is looking, in its development, to enable the increase in
computing power by managing unused or underutilized distributed resources in a reliable and secure manner. A
Grid system integrates this infrastructure by allowing sharing and accessing of a multitude of heterogeneous, ge-
ographically dispersed computing resources including computing clusters, supercomputers, data storage systems
and dedicated computing equipments.

The most used definitions for Grid computing are those given by Ian Foster and Carl Kesselman, two of the
pioneers of computational Grids, and the Globus Alliance.

A computational grid is a hardware and software infrastructure that provides dependable,
consistent, pervasive, and inexpensive access to high-end computational capabilities.
(Carl Kesselman and Ian Foster)[1][2]

According to the Globus Alliance (globus.org) grids are persistent environments that enable software appli-
cations to integrate instruments, displays, computational and information resources that are managed by diverse
organizations in widespread locations.

The main difference between grid computing and classic distributed computing is the special attention that
is given to coordinating the resources shared by entities which present a dynamic life-cycle. Thus beside basic
concepts provided by distributed computing Grid technology provides flexible job distribution based on diverse
paradigms (peer-to-peer, client/server, etc.), precise control levels over resource utilization, authentication and au-
thentication credentials delegation.[3]

The basic architectural model used in Grids is the Simple Object Architecture SOA through which architec-
tural layers are described using the abstract model of services. A service is defined as an independent entity which
provides a specific functionality, is provided with inter-services communication capabilities and it is defined in
high correlation with elements that form this service interaction protocol. Based on SOA an application is formed
from a collaborative collection of such entities generically called services.
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Harnessing the computing power provided by Grid environments is no easy task. Thus non-grid users (i.e users
which dispose of local resources but are not included in the Grid environment) must adhere to the specific Grid
environment use-case policies. One way of simplifying the process is through use of Grid portals. A Grid portal
is an application server enabled with the necessary Grid services and resource interaction mechanisms and user
interfaces which allows them to use the Grid systems resources.

2 Grid Architecture

The main goal of Grid technology architecture is to ensure interoperability and the appropriate resource dis-
tribution mechanisms between any possible participant. In this perspective the interoperability aspect pursues the
definition of corresponding protocols which enables resource negotiation and the distributed environment manage-
ment and exploitation.

The interoperability aimed by the Grid architecture addresses the possibility of initializing the distributed en-
vironment between the Grid participants and the dynamical integration of new members while providing system,
platform, programming environment and programming language independence. Without achieving such an inter-
operability level over organizations boundaries, policies and heterogeneous resources the participants would be
restrained to a bilateral agreement interaction policy which limits the necessary dynamism level of Grid systems.

With respect to such contexts sets of rules (i.e protocols) were required to define:

• a standard way to assure system distributed entities interaction to obtain the specific Grid behavior;

• a structure for the interchanged information during entities interaction.

Resource discovery mechanism, identity evaluation and authentication mechanisms and interaction initiation
mechanism in distributed environments must be provided and must be flexible enough to allow easy development
and future extensions. Thus the Grid architecture provides mechanisms that do not require significant changes in
local used policies while allowing highest level of priority in managing one’s own resources preservation.

As mentioned in the introductory part of this paper the Grid architecture is service orientated by adopting the
SOA model[4]. A service is an abstraction to define entities which provide specific functionalities (i.e a flow of
operations to solve a specific problem) and is defined in close correlation with the protocol used to invoke and
interact with this service in a network environment. Defining and using standard services as the architecture metric
allows service sharing and resource specific details hiding in a distributed environment such as the Grid.

When developing a Grid system two services categories are enabled: low-level services and high-level ser-
vices. Low-level services category provides resource management services, monitoring and discovery services,
information services, interrogation services, security services. High-level services category is formed by the ap-
plication’s specific services. Most challenging issues in Grid enabled environments are those addressing resource
management, access and planning mechanisms.[4]

3 Portal application for accessing a Grid environment

The application logic focuses on providing the functionality of a portal1 and offering a secure, distributed
access to computing resources using Grid services. The developed Grid services are implemented using the Java
programming language and are deployed using under the container provided by the Globus Toolkit.

Application Architecture

A three-tier architecture was used for the portal application design. The three levels are formed from the Grid
resources, application server and the application client.

The portal application assures consistent and secure access to a series of resources represented by applica-
tions developed using Grid services. For didactic reasons the chosen applications were the PI and FFT computa-
tions. The PI computation is solved through use of an approximation method which involves the integration of the

1Portal Application or service that offers a broad array of resources and services to geographically dispersed users.
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4/(1+x2) curve in the [0;1] interval. The FFT computation is implemented using the Cooley-Tukey algorithm. The
main difference between these two algorithms is that the PI algorithm can be divided in independent tasks while
the FFT can not (i.e the FFT decomposition forms tasks that are dependent one on other). Services access and
through them resource access is provided in a transparent manner to the client. To obtain user level transparency
regarding Grid services access the application server involves concurrent use and interaction of two servers with
different tasks: the user interface server and resource and Grid services management server. The server which
manages the user interface runs the following operations: ges the user input data, communication of the structured
input data to the management Grid service (second server), supplies the answer given by the management server
to clients. The user interface is made up of Java servlet software components deployed under Apache Tomcat 4.1
container.

The resource management and monitoring server is implemented through a Grid service called
MiddlewareService which is deployed on a Grid container supplied by Globus Toolkit software.

MiddlewareService Grid Service Design

The MiddlwareService design pursues the following main tasks: application job monitoring and management.
The monitoring of jobs is solved by the MiddlewareService by invoking a Grid service deployed on each machine
in the Grid environment, called StatusService. Using this service the
MiddlewareService gets the resource specific informations such as processor frequency, total memory, free/occu-
pied memory at a given moment. Beside this task the service counts the number of grid applications jobs that
executes on each machine in the Grid.

Another role given to the MiddlewareService, beside job monitoring and management, is to call the computing
Grid services deployed on the Grid machines (workers). In case the application invoked by the user presents a
parallel work flow the MiddlewareService distributes the jobs so that a concurrent execution is obtain. In the
case that the application has a serial work flow the service sends the hole task (without dividing it into jobs) to a
specified machine (user âĂŞ choice).

(a) (b)

Figure 1: (a) Application Server (b) MiddlewareService class diagram

The MiddlewareService is designed as a persistent entity since its functionality requires:

• system monitoring which involves a life cycle which spans the life cycle of all of its client;

• given the information it provides are general in nature whit respect to the given resource and not to an
application the life span of the services must overrun the life span of any application which executes in the
Grid.

Persistence adds a bonus to the design: less memory consumption (i.e one service instance is used for each
client). The Grid resources management server uses three additional Java classes that defines objects used by the
MiddlewareService:
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• the StatusThread.class designed and used to define a thread object which invokes the StatusService Grid
service;

• the GeneralThread.class designed and used to define a thread object which calls the worker Grid services;

• the Pasres.class designed and used to interpret a text file that contains names and URLs of each machine in
the Grid System. This file contains lines with the following structure:
machine_name , http://machine’s_ip : port/ogsa/services/gridservices/core.
The main advantage and reason for such a file is to add a plus of dynamism(i.e the registration of a new
machine in the Grid system with respect to the portal becomes a simple editing task).

StatusService Grid Service Design

This Gird service is called by the MiddlewareService in order to obtain the following resource related informa-
tions:

• resource (worker machine) processor frequency;

• resource total memory;

• resource free/occupied memory at a given time;

• resource OS name, version and architecture.

The StatusService provides to the outer world one method: getStatusOfMachine() (i.e the service’s methods
exposed through its interface). This method returns a vector of String Java objects containing the information
described above. Thus the StatusService offers a monitoring functionality over the resource memory. The other
information are sampled only once and store for further use. Given that this service acts as monitor its life cycle
must overlast the clients life cycle. Thus the StatusService is also design as a persistent Grid service.

Application deployment
Application deployment is a two stage process: servlet components which make up the user interface are deployed
under the Tomcat Apache 4.1 container; Grid services deployment under the Globus Toolkit container. This process
is described in the deployment diagram in figure 2 which presents the server machine and one of the workers
machines.

Figure 2: Portal application deployment diagram

On every machine part of the Grid systems Grid services containers are installed with respect to the Certifi-
cation Authority CA - which resides on the host server machine (i.e all machines use digital certificates signed
by the host CA). For the CA the standard simple CA provided by the Globus Toolkit has been used. On the host
server machine are deployed the MiddlewareService and the corresponding servlet components which make up the
user interface. On all other machines (i.e not the host server machine) called workers are deployed the computing
services and the StatusService.

The application’s work flow is described in the sequence diagrams below. Figure 3 illustrates the sequence
diagram between the application client, the servlet components and the MiddlwareService. Thus the client invokes
the servlet method service(..) which takes two arguments. Further on the servlet calls the MiddlwareService which
invokes the StatusService on the corresponding machine. After getting the machine state information the client
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Figure 3: Client, servlet components and MiddlewareService interactions sequence diagram

proceeds with asking for some computation. Figure 4 presents the sequence diagram for a parallel flow application
managed by the MiddlewareService.

A two step interface is provided to the user. First a list of available applications is provided to the user.
After a choice has been issued a second interface is provided. At this level the GridMiddleware invocation

servlet calls on the MiddlewareService for informations about the resources and number of jobs. The Middleware-
Service calls the StatusService to obtain specific resource infromations and returns them to the client. At this point
the user can choose on which resource(s) to execute the selected application. If a serial application is involved only
one resource can be selected. If a parallel flow is provided than the MiddlewareService divides the main task into
smaller sub-tasks and submits them to the selected resources (int this case multiple resources can be selected). The
application logic for this case is presented in figure 4.

Figure 4: Parallel execution flow application managed by the MiddlewareService sequence diagram

If a parallel application is provided than based on the input data and the number of Grid resources available
for solving the corresponding computation the main task is divided by the MiddlewareService into a number of
N subtasks which have no kind of interdependencies. The Middlewareservice defines a number of threads equal
with the number of subtasks. Each thread will than call on the worker Grid service on different machines an
provides it with the input data necessary to solve it’s allocated subtask. Being on different resources (i.e execution
of each subtask takes place on a different processor) the subtasks can be executed concurrently - if there are no
interdependencies. After all subtasks have finished the MiddlewareService collects and assembles the final result
and returns to the client.

While the MiddlewareService and StatusService which form the application server are designed as persistent
services the worker services are designed as non-persistent. The main reason for such a design approach is because
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a single service instance for a very large number of users would mean a substantial fall in execution performance
(i.e speed). It would also mean additionally mechanisms that would refer to computation synchronization âĂŞ if
a number of users would access concurrently the same worker service (without any delay or queue mechanism at
the MiddlewareService level) than scrambled results may appear.

4 Conclusions

While Grid computing environments provides higher performance levels within its boundaries than other dis-
tributed technologies, expanding access policies to outside users can be a daunting task. The Grid portal application
solves part of this complex problem by providing an architecture through which ordinary users can benefit from
Grid environments capabilities.

Thus a non-grid user can still be provided with access to resources and application by using the portal. The
main focus area of the application architecture lays within designing Grid services that provide reliable resource
management and monitoring.

While the portal can be used for the sole purpose of offering some specific application to users as with clas-
sical Web applications the portal may serve as a starting point in user’s resource authentication, registration and
integration within a Grid environment thus allowing other resources to be added to the system based on a mutual
agreement between the user and the Grid environment administration authority.

Such a growing system provided with the necessary services for resource allocation and management and
services for negotiating security policies between the variety of distinct administrative domains may be the new
generation of Internet as predicted by Ian Foster.
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Mealy Membrane Automata: An Automata-like Approach of Membrane
Computing
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Abstract: The purpose of this paper is to give a model for the dynamical aspects of mem-
brane computing.The dynamic flavor is given in terms of direct products of Mealy Multiset
Automata and resource device distributors.
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1 Introduction

In this paper we present a first step toward a Mealy version of a membrane automaton corresponding to mem-
brane computing defined by P systems [16], i.e. a Mealy membrane automaton that corresponds to an single
membrane, then we present the way to connect it with other Mealy membrane automata from its neighborhood

Membrane systems represent a new abstract model of parallel and distributed computing inspired by cell com-
partments and molecular membranes [16]. A cell is divided in various compartments, each compartment with a
different task, and all of them working simultaneously to accomplish a more general task of the whole system.
The membranes of a P system determine regions where objects and evolution rules can be placed. The objects
evolve according to the rules associated with each region, and the regions cooperate in order to maintain the proper
behaviour of the whole system. Membrane systems provide a nice abstraction for parallel systems, and a suitable
framework for distributed and parallel algorithms [6]. It does not exist yet a programming language based on, or
inspired of, the membrane systems. Thinking to the programming point of view, a sequential software simulator
of membrane systems is presented in [10], and a parallel simulator implemented on a cluster of computers is pre-
sented in [9]. However it is desirable to find more connections with various fields of computer science, including
the classic automata theory. There exist some previous attempts [13, 11, 15, 3, 1]: [13] and [15] present membrane
automata as P automata, devices that works mainly with communication rules; [11] presents a P transducer as a
form of Mealy membrane automata but it is not so obvious the dynamical aspect; in [3] there is a preliminary
study of the dynamics of P systems, which is not based on automata - anyhow, the open problems list at the end
of this paper makes our attempt quite natural; in [1] there is defined the concept of EC P automata as devices that
accepts/rejects strings but there is not defined any transition function, the notion that deals with dynamic aspects.
We have to mention here the existence of devices that also accepts multisets, i.e. multiset automata, introduced in
[12].

We introduce in [7] two versions of Mealy - like automata (Mealy multiset automata (MmA) and the elementary
Mealy membrane automata (eMMA)) and we continue the study of the (co)algebraic properties of MmA in [8].

We define here an improved version of the elementary Mealy Membrane Automaton namely simple Mealy
Membrane Automaton (sMMA) by extending the communication capabilities, then we provide an example on how
we can use it to obtain a dynamical model of a membrane system.

2 Some Algebra of Multisets

We denote by N〈A〉 the set of all multisets on A, i.e. {α : A→ N | α is a mapping} (we are inspired for this
notation from the notion of group ring, that has the same approach). The structure of N〈A〉 is mainly an additive
one, since we add multiplicities of appearance.

This argument is sustained also by the chemical reactions that are the base of the biological modelling. They
provide a notation for defining the way a biological system evolves. A chemical reaction has a generic form like it
follows:

aA+bB
k−→ cC +dD.

Generally speaking, in algebra the sum is commutative, while the multiplication is not, so this is another fact
that makes the above mentioned operation with multisets to be of additive nature.

If α,β ∈ N〈A〉 their sum is the multiset (α + β ) : A → N defined by (α + β )(ai) = α(ai) + β (ai), i = 1,n.
Moreover, if we consider the letters from A as multisets, i.e. ai := μai : A→ N, where μai(ai) = 1 and μai(a j) = 0



Mealy Membrane Automata: An Automata-like Approach of Membrane Computing 223

for all j �= i, we can express every multiset α ∈ N 〈A〉 as a linear combination of ai, α =
n

∑
i=1

α(ai) ·ai. We can also

define an external operation, mα =
n

∑
i=1

(mα(ai)) · ai, for all m∈ N and for all α ∈ N〈A〉, providing N〈A〉 with a

structure of N-semimodule (semimodule over the semiring of positive integers).
We shall also need the difference between two multisets over A(A∗), defined by (α −β )(w) = α(w)−β (w)

for all α,β such that α ⊇ β (i.e. α(w)≥ β (w) for all w).

3 Mealy Multiset Automata (MmA)

3.1 The Definitions

In order to give a suitable model of the molecular functions of a membrane, we need the notion of Mealy
multiset automata (MmA). Roughly speaking, a MmA consists of a storage location ( a box for short ) in which
we place a multiset over an input alphabet and a device to translate the multiset into a multiset over an output
alphabet. The way in which the MmA works is given by: we have a detection head that detects whether or not a
given multiset appears in the multiset available in the box. If the multiset is detected, then it is removed from the
box and the automaton inserts a multiset over the output alphabet (or a marked symbol if the output alphabet is the
same) that can not be viewed by the detection head. Our automaton stops when no further move is possible. We
say that the submultiset read by the head was translated to a multiset over the output alphabet. From the formal
point of view,

Definition 1. A Mealy multiset automaton is a construct

A = (Q,V,O, f ,g,q0)

where,
Q is a finite set, the set of states;
q0 ∈ Q is special state, which is both initial and final;
V is a finite set of objects, the input alphabet;
O is a finite set of objects, the output alphabet, such that O∩V = /0;
f : Q×N〈V 〉 → P(Q)is the state-transition (partial) mapping;
g : Q×N〈V 〉 → P(N〈O〉) is the output (partial) mapping.
If | f (q,a) |≤ 1 we say that A is Q- deterministic and if | g(q,a) |≤ 1 our automaton is O-deterministic.

Till now, we have the same definition as for the classical Mealy automata. A MmA is also endowed with a
box where it receives a multiset. After that, it begins to process this multiset over V passing through different
configurations. It starts with a multiset from N〈V 〉 and ends with a multiset from N〈V ∪O〉 .

To be more specific:

Definition 2. A configuration of A is a triple (q,α, β̄ ) where q ∈ Q,α∈ N〈V 〉 , β̄∈ N〈O〉 . We say that a config-
uration (q,α, β̄ ) passes to (s,α−a, β̄ + b̄) (or, that we have a transition between those configurations) if there is
a ⊆ α such that s ∈ f (q,a), b̄ ∈ g(q,a). We denote this by (q,α, β̄ ) ' (s,α−a, β̄ + b̄). We also denote by '∗ the
reflexive and transitive closure of '.

Remark 3. We could alternatively define a configuration to be a pair (q,α) where α ∈N〈V ∪O〉 and the transition
relation is (q,α) ' (s,α−a+ b̄), with the same conditions as above.

Definition 4. A multiset α∈ N〈V 〉 is said to be a totally consumed multiset (tc-multiset) for A if, starting from the
configuration (q0,α,ε) the MmA can pass through configurations till it arrives in a configuration (q0,ε, β̄ ) (i.e.
there exists (q0,α,ε) '∗ (q0,ε, β̄ )).

A multiset α∈ N〈V 〉 is said to be a consumed multiset (c-multiset) for A if, starting from the configuration
(q0,α,ε) the MmA can pass through configurations till it arrives in a configuration (q,ε, β̄ ) (i.e. there exists
(q0,α,ε) '∗ (q,ε, β̄ )).

In those cases, we say also that α was entirely translated to β̄ .
In all the other situations we say that α∈ N〈V 〉 is partially consumed (pc-multiset), or it is partially translated.
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Notation. Denote by TC(A) the set of all tc-multisets of A, by C(A) the set of all c-multisets of A, and by
PC(A) the set of all pc-multisets of A.

Remark 5. The set of c-multisets of the automaton is also of interest for us, since those kind of multisets can be
translated. It is not so interesting for one that needs only the accepting behaviour of the automaton.

Theorem 6. TC(A) is a N- subsemimodule of N〈V 〉. Moreover, if we put A(α) = β̄ for all α ∈ TC(A), we obtain
an N-homomorphism from TC(A) to N〈O〉.
Remark 7. It is possible for two multisets α,α ′∈ N〈V 〉 to have their sum in TC(A),even they are not in TC(A).

C(A) does not have the same property, i.e. in general it is not a N- subsemimodule of N 〈V 〉. Let us consider
α,α ′∈C(A). We have (q0,α,ε) '∗ (q,ε, β̄ ) and (q0,α ′,ε) '∗ (q′,ε, β̄ ′), so (q0,α +α ′,ε) '∗ (q,α ′, β̄ ) and it is
possible that the automaton can not go further (it is possible, for example, that f (q,a′) = /0,(∀)a′ ⊆ α ′).

For some of the categorical properties of MmA’s, as well as behaviour and bisimulation relation, we refer to
[7],[8]

3.2 Restricted direct product of Mealy multiset automata

Let Ai = (Qi,V,O, fi,gi), and Bi their corresponding boxes, i = 1,n, a finite family of Mealy multiset automata.
We can connect them in parallel in order to obtain a new MmA defined by A =

∧n
i=1 Ai = (×n

i=1Qi,V,O, f ,g),
called the restricted direct product of Ai, where:

• f ((q1,q2, ...,qn),a) = ( f1(q1,a), f2(q2,a), ..., fn(qn,a))

• g((q1,q2, ...,qn),a) = (g1(q1,a),g2(q2,a), ...,gn(qn,a))

• The box of A,B, will be the disjoint union of {Bi | i = 1,n},⊔n
i=1 Bi.

• A configuration of A is a triple (q,α, β̄ ), where q = (q1,q2, ...,qn),α = (α1,α2, ...,αn), β̄ = (β̄1, β̄2, ..., β̄n)

• The (asynchronous) transition relation of A: (q,α, β̄ ) ' (s,α−a, β̄ + b̄) iff there is at least an i ∈ 1,n such
that si ∈ fi(qi,ai), b̄i ∈ gi(qi,ai).

We choose the asynchronous way of transition due to the biological nature: “The biological systems are massively
concurrent, heterogeneous, and asynchronous” [4].

4 Mealy Membrane Automata

While, as we already mentioned in the introduction, almost all models are based on “top-down” communication
rules, and the “maximal parallel and non-deterministic” way of application of the rules is more or less visible, we
want to present a new approach, based on automata like systems, such that every membrane is able to evolve
and communicate. We are speaking also about the maximal parallel and non-deterministic approach. While the
parallel part is given by the way we connect various MmA’s, the “maximality” and the “non-deterministically”
parts will be insure by a “smart” device that is formalized by a resource mapping (RM). The advantages of such
an approach come from the fact that we proceed from the bottom, i.e. we start from very simple membranes (more
or less elementary), then we indicate the way to connect them such that those devices can be used for P systems,
as well as for tissue-like P systems.

4.1 Simple Mealy membrane automata (sMMA)

Generally speaking an simple Mealy Membrane Automata is built from:

• A resource box B together with a resource mapping, RM;

• n Mealy multiset automata, connected in parallel. They consume and translate tc-multisets from their
boxes, allocated by RM, and the translation results in marked multisets over the same alphabet. We use
marked multisets for the output because the input alphabet and the output one must be disjoint. The marking
shows us where the corresponding multiset must go (we shall define also the “neighborhood”)



Mealy Membrane Automata: An Automata-like Approach of Membrane Computing 225

Attached to the machine we have an distribution map denoted by DM. The DM is involved in refreshing the
content of the box and in communication with other MMA. It is also useful for defining a kind of cascade product
of the MMA with itself, allowing us to speak about computations (see , also, the figure).

>From the formal point of view:

Definition 8. A simple Mealy membrane automaton (shortly, sMMA) is a machine A = (
∧n

i=1 Ai,RM,B), where:

• Ai = (Qi,V,V ×{tar}, fi,gi), tar ∈ {in j} are MmA connected in parallel and j belongs to an indexed set
of sMMA

• RM : N〈V 〉 → P(N〈V 〉n+1) is the resource mapping, where RM(w) ∈ {(k1x1,k2x2, ...,knxn,w′) | k1x1 +
k2x2 + ...+ knxn +w′ = w,xi is a tc-multiset of Ai, and xi � w′, i = 1,n}
• B is the box where A receive a multiset for processing.

We have to explain some features of our automaton. Every Ai has the possibility to process not only one tc-multiset.
This corresponds to the possibility of changing the rules after every step of a computation in the P systems case.

The non-deterministic appliance of rules from P systems is given here by the way RM is defined, i.e. using
” ∈ ”and not ” = ”. The maximality is given also by RM, since the multiset that remains unprocessed in the box is
minimal (does not contain any submultiset that can be processed by a MmA from the direct product).

Of course, we can also set some priorities in the way RM makes the distribution of resources, but in this case
we loose the maximal parallel and non-deterministic feature.

We can express a priority of, say, A1 over A2forcing k2 to be 0 any time we have k1 �= 0. See the example that
should clarify this.

Another thing that makes sMMA a versatile notion is the fact that we do not make any reference to hierarchical
systems, so we can use the notion for P-systems as well as for tissue-like P-systems.

4.2 Connecting sMMA

We can define the neighborhood of a sMMA A to be all the simple Mealy Membrane Automata that can
communicate with A. In a P-system environment (i.e. hierarchical system of sMMA’s) by a neighborhood of A

we understand its parent, its children and itself.

The output of a sMMA A = (
∧n

i=1 Ai,RM) is a multiset from N〈V ×{tar}〉 of the form (w′′,here) +
n

∑
i=1

ki ·
(yi, tari) so it can be viewed as a translation mapping from N〈V 〉 to N〈V ×{tar}〉 (w′′ is the updated content of the
box; it contains the unprocessed multiset w′ added with possible other multisets from its neighborhood ). In order
to proceed to the next step of translation, we shall need to show the way to connect the sMMA with other sMMA’s.
This can be done using a cascade-like product using the distribution mapping DM : N〈V ×{tar}〉 → (N〈V 〉)m,
where m is the number of sMMA’s in the neighborhood of A.

DM(
m

∑
i=1

ki · (yi, tari)) = (w1 + k1 · y1,w2 + k2 · y2, ...,wm + km · ym),

where wi represents the box’s content of the sMMA indexed by i.
A graphical representation of such a network is the following:
This network has a skin-like membrane (the sMMA indexed with 0), two children (those indexed with 1 and 2)

and the sMMA indexed with 3 which is the child of the sMMA indexed with 1. As far as we can observe, number
3 can communicate only with 1, number 1 can communicate only with 0 and 3, and 2 can communicate only with
0 and so on.

If we denote by N(i) the set of indexes of the sMMA’s in the neighborhood of the sMMA denoted by i, in our
diagram we can emphasize the following sets: N(0) = {0,1,2},N(1) = {0,1,3},N(2) = {0,2},N(3) = {1,3}.

We give now an example of P-system and we describe a network of sMMA’s that do the same job.

Example 9. Consider the P-system with two membranes
Π = ({a,b,c,d,e, f},{e}, /0, [1[2]2]1,na+mb+ c, /0,(R1,ρ1),( /0, /0),2)
where:

• R1 = {a+ c→ f ,r1 : f +b→ f +d +(e,2),r2 : f → c,r3 : d → b}
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B(0) RM(0)

B(2) RM(2)

A(1,1)

A(1,2)

A(2,1)

A(0,1)

A(0,2)

A(0,k)

B(0) DM(0)

A(2,2)

A(2,m)

B(2) DM(2) B(3) RM(3)

A(3,1)

A(3,2)

A(3,p)

RM(1)B(1)

A(1,n)

B(1) DM(1)

B(3) DM(3)

• ρ1 = {r1 > r2,r1 > r3}
As it can be easily seen, this P-system computes nm.

We consider now two sMMA’s, A1 = (
∧4

i=1 A1
i ,RM1,B1) andA2 = ( /0, /0,B2).

A1
1 “knows ” to translate a+ c in ( f ,1), A1

2 translates f +b in ( f ,1)+(d,1)+(e,2), A1
3 translates f in (c,1),

and, finally, A1
4 translates d in (b,1).

RM1 is defined as
RM1(k1a+ k2b+ k3c+ k4d + k5e+ k6 f ) = (l1(a+ c), l2( f +b), l3 f , l4d,w′), where

l1 = min{k1,k2}, l2 = min{k2,k6},l3 =
{

0 l2 �= 0
k6 l2 = 0

, l4 =
{

0 l2 �= 0
k4 l2 = 0

The distribution mapping is defined by
DM(l1( f ,1) + l2(( f ,1) + (d,1) + (e,2)) + l3(d,1) + l4(b,1)) = (w′+ (l1 + l2) f + (l2 + l3)d + l4b,w” + l2e),

where w′ and w” are the contents of B1, B2, respectively, before applying distribution.
It can be verified that if we insert initially in the box na+mb+ c, after doing all the computations, we receive

c+md in B1 and mne in B2.

5 Conclusions and further research

Automata theory has mainly a sequential nature, in contrast with P-systems. Membrane systems represent
abstract models inspired by the compartments of a cell. We try to connect the theory of membrane computing with
the classic theory of (Mealy) automata.

On the other hand, our machine has the capability to be highly adaptable, i.e. we can easy pass from strings to
multisets and back, we can also deal with the accepting task, and so on. The inductive description is not able to
distinguish between deterministic and non-deterministic automata. As we are more interested in their behaviour,
we shall present a co-inductive point of view. It is necessary to point out some interesting facts: while strings are
of algebraic nature, multisets can be also viewed as their duals, so they have a coalgebraic nature.
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Interstructure - A Concept for Add New Generation of
Telecommunication Technologies in

Transportation Field

Florin Domnel Grafu

Abstract: Based on communication transition toward much more performance for physi-
cal media and a better stability from telecommunication device standardization point of view
involved, we shown that the new generation of telecommunication equipments and new man-
agement models from transportation area could be merged in interstructure. Which brings
new this concept interstructure is that it separate transportation telecommunication area
from infrastructure and superstructure and involve this one in a single term so that make
easier to distinguish in practice. In other words, when we discuss about interstructure main-
tenance we exclude from the outset that we operate on the infrastructure component that is
placed in a specific area or on the superstructure existing in that particular site. We tackle
this subject from the transportation point of view, because in this domain there are specific
studies and the differences between infrastructure and superstructure are clearly delimited.

Keywords: interstructure, Ethernet, communication, transportation.

1 Introduction

We can affirm that is the first time when this subject of interstructure is discussed and this word doesn’t
exist at this moment in any dictionary. There are no other studies about this type of approach, so the research
will start with this study. If we start with the necessity of integrated communication infrastructures and add the
needs of management services, we will see that these services become very important for developing new ideas
and add new possibilities to improve public services in transportation area. This new concept introduces the
separation of all software and hardware equipments from what we call infrastructure or superstructure of a specific
area of interest for population. We will try to define interstructure concept and refer primarily at transportation
telecommunications then we will show the utility of concept.

2 The definition of a new concept for transportation telecommunication

The new concept is defined as:

Figure 1: Interstructure affiliation zone- conceptual representation

Interstructure
n.
1. All components that assure the concomitant, directly or indirectly maintenance for a construction and for any
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entity that use it.
2. All equipments that assure a good functionality for infrastructure and superstructure through interworking of
maintenance elements.
So, this concept is the entity which ties the infrastructure with the superstructure - and is placed on the boundary
between them (see fig. 1). The purpose of this concept is to protect both structures and assure that will be no
misunderstanding when people refer to equipments that are placed on the interstructure level. The term refers
especially to all communications and new technologies that merge with transportation area in the first place.
Techniques like monitoring networks and implementing media (fiber optic, UTP 1, router 2 , switch 3 etc.) can be
part of this concept.

This definition relies on three fundamental concepts:
Infrastructure
n.
1. An underlying base or foundation especially for an organization or system.
2. The basic facilities, services, and installations needed for the functioning of a community or society, such as
transportation and communications systems, water and power lines, and public institutions including schools, post
offices, and prisons.

Infrastructural adj.
The term infrastructure has been used since 1927 to refer collectively to the roads, bridges, rail lines, and similar
public works that are required for an industrial economy, or a portion of it, to function. The term also has had
specific application to the permanent military installations necessary for the defense of a country. Perhaps because
of the word’s technical sound, people now use infrastructure to refer to any substructure or underlying system. Big
corporations are said to have their own financial infrastructure of smaller businesses, for example, and political or-
ganizations to have their infrastructure of groups, committees, and admirers. The latter sense may have originated
during the Vietnam War in the use of the word by military intelligence officers, whose task it was to delineate the
structure of the enemy’s shadowy organizations. Today we may hear that conservatism has an infrastructure of
think tanks and research foundations or those terrorist organizations have an infrastructure of people sympathetic
to their cause. 4

Superstructure n.
1. A physical or conceptual structure extended or developed from a basic form.
2. The part of a building or other structure above the foundation.
3. The parts of a ship’s structure above the main deck.
4. The rails, sleepers, and other parts of a railway. 5 [2]

Substructure n.
1. The supporting part of a structure; the foundation.
2. The earth bank or bed supporting railroad tracks. 6 [3]
Analyzing the above definitions we can frame interstructure between those known concepts as belong to each one
into equal parts and in the same time to have their own roles.

3 Arguments for interstructure

A transportation telematic system could not exist without data and/or voice communication. The development
of communications especially in transportation area depends on good architecture and implementation of research
projects. 7 [4] If the communication architecture will be plan using the interstructure concept, then the standard-
ized layers who give access to the information will be more accurately delimited.

1UTP - Unshielded Twisted Pair
2Router - A device that forwards data packets along networks. A router is connected to at least two networks, commonly two

LANs or WANs or a LAN and its ISP’s network. Routers are located at gateways, the places where two or more networks connect.
http://www.webopedia.com/TERM/r/router.html

3http://www.webopedia.com/TERM/s/switch.html
4http://www.thefreedictionary.com/infrastructure
5http://www.thefreedictionary.com/superstructure , http://www.answers.com/topic/superstructure
6http://www.thefreedictionary.com/substructure
7M. Minea, F.D. Grafu, Transportations telematics - applications and fundamentals, Printech Publishing, Bucharest, 2005.
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Let’s go back now to the definition of interstructure: when we say "all components that assure the concomitant,
directly or indirectly maintenance for a construction and for any entity that use it", we can consider an example
from transportation area. If we think a video camera for surveillance of traffic as equipment dedicated to observe a
specific area from a road, we can use this equipment for observe the carriageable, if there are splits in the road and
we can interfere for redress the infrastructure or the superstructure. So, "video camera for traffic surveillance" is a
part of interstructure. In this moment all ITS 8 administrators are aware of difference between the superstructure
of a specific location and the video camera that is not a part of that superstructure and is part of his level of action
- interstructure.
According to the most recently studies 9, important classification have been realized regarding to intelligent trans-
port systems. In this studies appear intelligent infrastructure and intelligent vehicles as new terms. We include
the following systems: traffic control systems, parking management systems, variable message signs, highway
advisory radio etc., in interstructure, so any equipment that offers better services for transportation using telecom-
munications can be included in our concept.
"The Internet is changing every aspect of our lives - education, research and more. Behind all this success is the
underlying fabric of the Internet: the Internet Protocol (IP). IP was designed to provide best-effort service for
delivery of data packets and to run across virtually any network transmission media and system platform. The
increasing popularity of IP has shifted the paradigm from "IP over everything," to "everything over IP." In order to
manage the multitude of applications such as streaming video, voice over IP, e-commerce, and others, a network
requires quality of service (QoS) 10 in addition to best-effort service. Different applications have varying needs for
delay, delay variation (jitter 11 ), bandwidth, packet loss, and availability. These parameters form the basis of QoS.
The IP network should be designed to provide the requisite QoS to applications. On the other hand, a file transfer
application, based on ftp, doesn’t suffer from jitter, while packet loss will be highly detrimental to the throughput
12 13" . [5] These new and advanced technologies will become normally technologies and will be used by anyone
for day to day information. This part of communication technologies can be included too in the interstructure for
tomorrow.
If we refer to the second definition of interstructure: "all equipments that assure a good functionality for infra-
structure and superstructure through interworking of maintenance elements", we can think at ITS device servers
that are facilitators of telematics, the new wave of technology for the transportation industry, this concept is a
interstructure concept. Telematics is defined as data communications between systems and devices. It incorpo-
rates networked products in a vehicle, so a person can download information onto the central computer system, on
board systems and sensors for driver protections etc. For example, a tire company can analyze tire performance for
pressure, safety and environmental data. Data is collected on a pressure sensor mounted to the tire and submitted
to the telematics module. All equipment that are not only a part of the vehicles but can connect with infrastructure
and superstructure thought wireless or radio communication, or even Ethernet can be interstructure 14 [6]
On the basis of all applications transition toward IP we can accept that all telecommunication equipments must use
this technology to be improved functional parameters. For example, a good decision in the future will be that all RS
232 interfaces descend to Ethernet medium. This is possible by adding networking equipment that enable remote
access of semaphore, video camera and other monitoring equipment. A conclusive example of how information
could be collected from traffic is represented below. [7]

4 Examples of what we can call interstructure

5.9 GHz DSRC (Dedicated Short Range Communications) is a short to medium range communications service
that supports both public safety and private operations in roadside to vehicle and vehicle communication environ-
ments. DSRC is meant to be a complement to cellular communications by providing very high data transfer rates
in circumstances where minimizing latency in the communication link and isolating relatively small communica-
tion zones are important. This DSRC could be interstructure. In ITS networks, users in vehicles expect that they
are able to receive useful information continuously at any time, anywhere. Assumed ITS network model consist

8ITS - Intelligent Transportation Systems
9Information is from www.benefits.its.dov.gov

10QoS - Quality of Service
11Jitter is the deviation in or displacement of some aspect of the pulses in a high-frequency digital signal. As the name suggests, jitter can be

thought of as shaky pulses. The deviation can be in terms of amplitude, phase timing, or the width of the signal pulse.
12http://www.sei.cmu.edu/str/indexes/glossary/throughput.html
13http://www.cisco.com/en/
14http://www.lantronix.com/solutions/transportation.html
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of a backbone network and access networks. In this model, we consider two types of wireless communication
infrastructure in access networks that are DSRC networks and cellular networks. Each access network has some
local regions. A local region shows a hierarchical network, and is composed of multicasting routers, base stations
that are located at the edge of the fixed network, and mobile hosts. Based stations are grouped into a subnet based
on their proximity in the network. A designated server called a gateway server is positioned at the top of each local
region. Mobile hosts move from one location to another across local regions and communicate with application
servers through base stations while it is in its cell. Below it is shown the architecture 15: [8]

Figure 2: DSRC - based ITS network model

Building Ethernet connectivity into a product is no simple task. It requires a significant investment in hardware and
software integration - often in areas outside of core competencies. Device networking starts with a device server.
These solutions enable most any device with serial capability (TTL 16 ) to become a fully functional member of an
Ethernet network. Device servers include all of the elements needed to network-enable equipments - a processor,
real-time operating system, a robust TCP/IP stack, a web server, and a network connection. All the connected
product additionally needs is a header, providing connections to a power source and to a TTL serial port. The
IP attributing to every serial device in transportation field to collect and offer information to traffic monitoring
department and also to all agencies and persons involved in traffic will be an inherent advantage. Serial interfacing
could be accomplished via a TTL connector, and for Ethernet access, an RJ 45 (10/100 Base -T) must be available.
17 [9] Rehearse this possible services sustain by IP and the most widely used medium as Ethernet we notice there
are many details and aspects who can be included in interstructure concept: equipments that can accept a serial
port and dynamic participates at the telecommunications process, networking devices (router, switch, repeater, fiber
optic, etc) wireless devices that could not be considered infrastructure or superstructure etc. If we think and look at
this communications field as an interstructure we can develop this area of transportation telecommunications more
easy and for better understanding of this new domain we must understand NTCIP 18.

15Tatsushi Yamamoto, Advanced-grouped join mechanism for multicast group management in DSRC-based ITS networks, Faculty of Infor-
mation, Shizuoka University, 2003

16TTL - Transistor-Transistor Logic
17http://www.lantronix.com/device-networking/embedded-device-servers/micro100.html
18NTCIP - The National Transportation Communications for ITS Protocol
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5 Summary and Conclusions

The novelty is that the concept are analyzed through delimit a middle area between infrastructure and super-
structure and call it interstructure, this concept line up behind ITS administrators and in the future could help
telecommunication equipment administrators which, for example, design a communication support of a institution
using it infrastructure and superstructure for obtain their interstructure who they can administrate as an independent
entity against the first two. To make easy monitoring and manage the device servers, including all the elements
needed, we must implement network-enable equipments and add IP to each device that has a serial port. Demand
for bandwidth makes Ethernet the preferred protocol. This multitude of devices, new technologies and standards
for transportation telecommunications we try to put in a single word interstructure.
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DDFS’s Mathematical Approach Designing Considerations

Alin Grama, Lăcrimioara Grama

Abstract: This paper presents different methods for designing Direct Digital Frequency Syn-
thesis (DDFS) circuits to recognize their advantages and disadvantages, and to identify which
type is the best for different applications. DDFS is a very popular technique for generating
stable frequencies with extremely precise resolution and fast switching speeds.

Keywords: DDFS circuits, Cordic, Phase to Amplitude Converter

1 Introduction

The paper is organized as follows. In Section 2 the classical architecture of DDFS is described. Next
sections discuss some different types optimized for specific applications. In Section 3 an improved architecture
is described based on a Phase Accumulator register and Phase to Amplitude Converter Lookup Table technique.
Section 4 describes a DDFS designed using the Coordinate Rotation (CORDIC) algorithm.

2 Classic DDFS

The simplest form of a DDFS system can be implemented using a precision reference clock source, an ad-
dress counter, a Read Only Memory (ROM) and a Digital to Analog Converter (DAC) [4]. This type of architecture
is shown in Figure 1.

Figure 1: Classic DDFS architecture.

Figure 2: Electrical schematic of a classic DDFS.

The ROM contains the amplitude values of a complete period of the sine wave. The address counter strobe the
memory (used like a lookup table) and the samples of the sine are present to the input of the Register. After that the
samples are converted in analogic signal by a highest DAC converter. With this type of architecture, a good shape
of sine can be obtained, but the disadvantage consists in impossibility to change the output frequency if the clock
source is fixed. To test the capabilities of this kind of DDFS, we use an evaluation board equipped with FPGA chip
Spartan II. The electrical schematic is shown in Figure 2.

In the final report we can see utilization of the device.



234 Alin Grama, Lăcrimioara Grama

Device utilization summary:
−−−−−−−−−−
Selected Device: 2s50pq208−6
Number of Slices: 19 out of 768 2%
Number of Slice Flip Flops: 17 out of 1536 1%
Number of 4 input LUTs: 8 out of 1536 0%
Number of bonded IOBs: 12 out of 144 8%
Number of BRAMs: 1 out of 8 12%
Number of GCLKs: 1 out of 4 25%

Table 1:

3 DDFS with phase accumulator

To obtain a more flexible device, we must to introduce a phase accumulator and an adder [3]. The counter is
replaced with this phase accumulator. The output of the phase accumulator cannot be used to generate a waveform.
After this accumulator we must place a phase to amplitude converter (lookup table). This type of architecture is
shown in Figure 3, and the electrical schematic implemented on Spartan II FPGA device in Figure 4.

Figure 3: DDFS with phase register.

Figure 4: Electrical schematic of a DDFS with phase register.

Device utilization for this circuit are presented below:
This kind of circuit uses a little bit more of the resources of device, but the advantage is that we can obtain

more values for the output frequencies. The frequency of output signal can be evaluated using the next equation:

f0 =
M fc
2N , (1)
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Device utilization summary:
−−−−−−−−−−
Selected Device: 2s50pq208−6
Number of Slices: 20 out of 768 2%
Number of Slice Flip Flops: 17 out of 1536 1%
Number of 4 input LUTs: 8 out of 1536 0%
Number of bonded IOBs: 20 out of 144 13%
Number of BRAMs: 1 out of 8 12%
Number of GCLKs: 2 out of 4 50%

Table 2:

where M represents the tuning word, fc the clock frequency, and N the dimension of phase register.

4 Cordic algorithm implementation

Another digital method used to synthesize frequencies is the Cordic (Coordinate Rotation) algorithm. This
method is used for generating sinusoidal waveforms only, and it is based on trigonometric properties and transfor-
mations of sinusoidal and cosinusoidal functions [1].

We have to build up a sine of M Given’s phase rotation stages of the form:[
x′
y′

]
=
[

cos(θ) −sin(θ)
sin(θ) cos(θ)

][
x
y

]
= cos(θ)

[
1 − tan(θ)

tan(θ) 1

][
x
y

]
. (2)

Each stage rotates the input complex number by± δ
2k radians, where k is the k-th bit of the tuning word W , and

δ =
π
2

. The initial vector can be rotate in increments of
δ

2M radians, in the range

[
0,π− δ

2M+1

]
.

An angle θ can be assigned in this form:

θ = π
M

∑
k=2

ak
1

2i , (3)

where ak is given by:

ak =

⎧⎨
⎩

1 when the k-th bit of w is equal to 1,

−1 when the k-th bit of w is equal to 0.

(4)

When we set the angle θ at the value w, the rotation obtained is:

(xk,yk) =

⎧⎨
⎩

xk−1−Tkyk−1,yk−1 +Tkxk−1 when W [k] = 1,

xk−1 +Tkyk−1,yk−1−Tkxk−1 when W [k] = 0,

(5)

where Tk = tan

(
δ
2k

)
. The sinusoid can be obtained by continuously incrementing the tuning word W . The

complete scheme is shown in Figure 5.
We identify the following advantages:

• only the sinusoidal waveforms can be synthesized;

• the number of stages determine the frequency resolution, so for a good resolution, more stages are needed;

• energy consumption is significant, because all of the sub-iteration stages have to operate at the clock fre-
quency.
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Figure 5: Cordic architecture.

5 ROM compression techniques

The dimension of the ROM can be reduced by use of sine/cosine symmetry. As you can see in Figure 6, the

sine wave in the range
[
0,

π
2

]
is identical with the cosine wave in the range

[
3π
2

,2π
]

. Because of this property

is not necessarily to store all the samples during the hall period of wave. It is enough to store only the samples

from the range
[
0,

π
2

]
, and to read more times the ROM content, in order to obtain the complete period of the sine

wave. Only one-fourth of sine and cosine functions (from 0 to
π
2

) are stored in the memory. This method is better

described in Figure 7.

0 pi/4 pi/2 3pi/4 pi 5pi/4 3pi/2 7pi/4 2pi
−1

0

1

0 ≤ x ≤ 2π

si
n(

x)

0 pi/4 pi/2 3pi/4 pi 5pi/4 3pi/2 7pi/4 2pi
−1

0

1

0 ≤ x ≤ 2π

co
s(

x)

Figure 6: ROM compression principle.

In Table 3 is presented the content of a ROM that does not use the compression technique. This method
represents an application of property of sine function, but it is not a signal processing application. A method
based on signal processing application is the linear interpolation scheme, with the Taylor-series that implement the
following equation:

sin(θ) = sin(θi)+α(θ +θi)+ error. (6)

This simple technique was first introduced by Hutchison [5]. For this kind of implementation, we need two
ROM with a total dimension smaller than the original ROM. In one memory (named "coarse" ROM) the values
of sin(θi) are stored, and in another ROM the interpolation coefficients (named "fine" ROM) are stored. In this
manner, the size of the total ROM is reduced (a 50% reduction of the ROM size is possible), but the disadvantage
consists in increasing the complexity of the system, by adding an adder and a multiplier. Sunderland has improved
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Figure 7: ROM compression implementation.

82h 84h 86h 88h 89h Bh 8Dh 8Fh 91h 93h 95h 96h 98h 9Ah 9Ch 9Dh

9Fh A1h A3h A4h A6h A8h A9h ABh ACh AEh AFh B1h B2h B4h B5h B6h

B8h B9h BAh BBh BDh BEh BFh C0h C1h C2h C3h C4h C5h C6h C6h C7h

C8h C8h C9h CAh CAh CBh CBh CBh CCh CCh CCh CCh CDh CDh CDh CDh

CDh CDh CDh CDh CCh CCh CCh CCh CBh CBh CBh CAh CAh C9h C8h C8h

C7h C6h C6h C5h C4h C3h C2h C1h C0h BFh BEh BDh BBh BAh B9h B8h

B6h B5h B4h B2h B1h AFh AEh ACh ABh A9h A8h A6h A4h A3h A1h 9Fh

9Dh 9Ch 9Ah 98h 96h 95h 93h 91h 8Fh 8Dh 8Bh 89h 88h 86h 84h 82h

7Eh 7Ch 7Ah 78h 76h 74h 72h 70h 6Fh 6Dh 6Bh 69h 67h 66h 64h 62h

60h 5Fh 5Dh 5Bh 5Ah 58h 56h 55h 53h 52h 50h 4Fh 4Dh 4Ch 4Ah 49h

48h 46h 45h 44h 43h 42h 41h 40h 3Fh 3Eh 3Dh 3Ch 3Bh 3Ah 39h 38h

38h 37h 36h 36h 35h 35h 35h 34h 34h 33h 33h 33h 33h 33h 33h 33h

33h 33h 33h 33h 33h 33h 33h 34h 34h 35h 35h 35h 36h 36h 37h 38h

38h 39h 3Ah 3Bh 3Ch 3Dh 3Eh 3Fh 40h 41h 42h 43h 44h 45h 46h 48h

49h 4Ah 4Ch 4Dh 4Fh 50h 52h 53h 55h 56h 58h 5Ah 5Bh 5Dh 5Fh 60h

62h 64h 66h 67h 69h 6Bh 6Dh 6Fh 70h 72h 74h 76h 78h 7Ah 7Ch 7Eh

Table 3: ROM content.

this technique, by splitting the phase of the sine function in three parts. The phase will be represented as:

sin(A+B+C) = sin(A+B)cos(C)+ cos(A)cos(B)sin(C)− sin(A)sin(B)sin(C), (7)

where A represents the most significant bits, B the middle bits and C the LSBs (least significant bits). Because of
the small size of B and C relatively to A, the ROM size is significantly reduced [2].

sin(A+B+C)≈ sin(A+B)+ cos(A)sin(C). (8)

The resulting error in this method can be limited to 1 LSB, and the size of the ROM is reduced with the a factor
by approximate 11. The method is implemented in the same architecture like in Hutchison’s method, with a coarse
ROM (for the first term) and a fine ROM table (for the second term). Of course, an adder is needed to sum the out-
puts of the coarse and fine ROM tables. An efficient method is an improvement of Sunderland’s technique, known
as sine-phase difference. In this method, the mean square error is reduced by using an optimization algorithm.
Amplitude compression technique is used: [

sin

(
πφ
2

)
−φ

]
. (9)

Reducing the amplitude by 20% of its original value, two bits are saved for each word in the ROM lookup table.
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6 Conclusions

Different methods to synthesize sinusoidal waveforms were presented with their advantages and disadvan-
tages. This paper can be a start point for those engineers who want to design a DDFS because here are presented
more possibilities of implementations.
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Kramers-Kronig Relationship Computation by Gaussian Quadrature

Lăcrimioara-Romana Grama, Anca-Ioana Dişcant

Abstract: The Kramers-Kronig transformation has been extensively applied in optical spec-
troscopy to calculate the real component of an optical quantity from the imaginary compo-
nent, such as the determination of the dispersive mode from a measurement of the absorptive
mode and vice versa. In this paper, the Kramers-Kronig transformation is approximated.

Keywords: Kramers-Kronig transformation, specialized Gaussian quadrature, Cauchy principal value inte-
grals, Hilbert transform

1 Introduction

The Kramers-Kronig transformation was developed independently by Kramers [1] and Kronig [2, 3], around
1927 and is widely used in optical spectroscopy [4, 8]. Hilbert transforms arise in many applications, and they are
often called by different names such as dispersion relations, Kramers-Kronig transforms, and Cauchy principal
value integrals. Because of the important applications of Hilbert transforms, considerable effort has been devoted
to the numerical evaluation of Cauchy principal value integrals and there is also an extensive body of work devoted
to the application of Kramers-Kronig transforms to experimental data. Some strategies have been focused on
avoiding the principal value integrals altogether. A primary area of application is the analysis of optical data.
There are two principal issues involved in optical data analysis [13]:

a. Fitting measurements to some particular functional form, including a resolution of the extrapolation problem
to regions outside which spectral measurements have been made.

b. Solving the Kramers-Kronig inversion either analytically or numerically.

This study is concerned with detailing an approach to the numerical evaluation of Kramers-Kronig transform,
which is fairly simple in application but gives rather good results. The easiest way to evaluate the Kramers-Kronig
transformation is to use the Gaussian quadrature [8], in which the restriction of equally spaced evaluation points
is dropped. The immediate effect is that the number of variables that can be used to optimize the evaluation of the
integral are doubled, and another important thing is that the weights and abscissa values can be determined so that
the quadrature is exact [10].

The paper is organized as follows. In Section 2 we will present the Kramers-Kronig relationship and in Sec-
tion 3 the theoretical background of the Gaussian quadrature approach will be discussed. The approximation of
the Kramers-Kronig transform using logarithmic Gaussian quadrature is described in Section 4 and an example
of this is also presented in Section 5; the advantages of this specialized Gaussian approach are also underlined in
Section 6.

2 Review of the Kramers-Kronig Relationship

If a complex function f is analytic at all points interior to and on a simple closed contour C, then
∮

C
f (z)dz =

0. Let
f (z) = g(z)+ jh(z) = g(x,y)+ jh(x,y), (1)

where z = x+ jy (g(x,y) and h(x,y) are real valued functions), such that f (z) is analytic and f (z)→ a as |z| → ∞
in either the lower or upper half of the complex plane (a is a constant which may be complex). We will assume
here that this is true on the upper half of the complex plane. Consider the integral:

∮
C

f (z)−a
z−ω

dz, C is the closed curve (Figure 1). (2)

Since f (z) is analytic and z−ω �= 0 on or interior to C, ( f (z)− a)/(z−ω) is also analytic on and interior to
C, and by the Cauchy integral theorem the integral over this path is 0. Considering the limit as ρ → ∞, the integral
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Figure 1: The closed curve, C, used to prove the Hilbert transform.

over this part of the curve is 0 ( f (z)− a→ 0) [4]. The sum of the integral over the real axis and the semicircle
centered about ω must be also 0:∫ ω−γ

−∞

f (x)−a
x−ω

dx+
∫ ∞

ω+γ

f (x)−a
x−ω

dx+ j
∫ 0

x

(
f (ω + γe jθ )−a

)
dθ = 0. (3)

Now consider the limit of this equation as γ → 0:

P.V.

∫ ∞

−∞

f (x)−a
x−ω

dx− jπ( f (ω)−a) = 0, P.V. - Cauchy principal value of the integral [7]. (4)

Separating the real and imaginary parts, the result is:

g(ω)−Re(a) =
1
π

P.V.

∫ ∞

−∞

h(x)− Im(a)
x−ω

dx, h(ω)− Im(a) =− 1
π

P.V.

∫ ∞

−∞

g(x)−Re(a)
x−ω

dx. (5)

If we consider the special case when a is a real quantity (thus Re(a) = g∞ and Im(a) = 0), we will have:

g(ω)−g∞ =
1
π

P.V.
∫ ∞

−∞

h(x)
x−ω

dx, h(ω) =− 1
π

P.V.
∫ ∞

−∞

g(x)−g∞

x−ω
dx. (6)

These equations are called the Hilbert transforms [6]. If f (x) = f ∗(−x) then Eqs. (5) become:

g(ω)−Re(a) =
2
π

P.V.
∫ ∞

0

x(h(x)− Im(a))
x2−ω2 dx, (7)

h(ω)− Im(a) =−2ω
π

P.V.
∫ ∞

0

g(x)−Re(a)
x2−ω2 dx. (8)

These are known as the Kramers-Kronig transforms in the electrical engineering. The Kramers-Kronig is a special
case of Hilbert transform. It should also be noted that the real part need only be even and the imaginary part
need only be odd on the real axis, not over the entire upper half of the complex plane. The requirements for the
Kramers-Kronig transform to hold, can be summarized as follows:

a. The function must be analytic over the upper half (or lower half) of the complex plane (or the sum of the
residues at the singular points must be 0), and the function must go to a real constant as the complex variable
z goes to infinity.

b. The real part of the function must be even and the imaginary part must be odd on the real axis.

The Hilbert transform, given by Eqs. (6), only requires the first criterion.

3 Gaussian Quadrature Approach

The approach to be employed involves the use of specialized quadrature procedures. A general method for
the numerical evaluation of integrals is a Gaussian quadrature [10, 11]. The classical formula for the numerical
evaluation of an integral takes the form:

∫ b

a
f (x)dx≈

N

∑
i=1

wi f (xi), (9)
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where N is the number of sample points in the interval (it can be open or closed), xi denotes the points at which
the integrand is sampled, and the wi represent weighing coefficients at the sampling points. The simplest examples
of this approach are the trapezoidal and Simpson’s rules (the abscissa values, xi, must be selected in an equally
spaced fashion).

In Gaussian quadrature schemes, the restriction of equally spaced evaluation points is dropped. This has the
immediate effect of doubling the number of variables that can be used to optimize the evaluation of the integral.
The second feature of considerable importance is that the weights and abscissa values can be determined so that the
quadrature is exact (to approximately whatever machine precision is being employed) for integrands of the form:

f (x) = W (x)p(x), (10)

where p(x) is a polynomial and W (x) denotes a weight function (W (x) ≥ 0 for x ∈ [a,b]). If the weights and
abscissa values are specifically tailored for the function f (x), we can write:

∫ b

a
f (x)dx =

∫ b

a
W (x)p(x)dx≈

N

∑
i=1

wi p(xi). (11)

The approximation sign is maintained, since we are concerned with computer evaluations. One important obser-
vation is that the function W (x) no longer occurs explicitly in the summation in Eq. (11), but appears implicitly in
the values of {wi,xi}. Eq. (11) is exact when p(x) is a polynomial up to order 2N−1.

It is possible for a variety of common functional forms to tabulate {wi,xi} for different values of N, assuming
that the integration range is kept fixed. This has been done for the functions shown in Table 1 [12]. This list
defines the standard weight functions employed in Gaussian quadrature (functions not in this list give rise to what
are generally termed specialized Gaussian quadratures).

Integration range Weight function W (x) Name

[−1,1] 1 Gaussian quadrature (Gauss-Legendre quadrature)
[−1,1] (1− x)α(1+ x)β Gauss-Jacobi quadrature

[−1,1]
1√

1− x2
Gauss-Chebyshev quadrature

[0,∞) exp(−x) Gauss-Laguerre quadrature
(−∞,∞) exp(−x2) Gauss-Hermite quadrature

Table 1: Some common functions and the integration ranges for which {wi,xi} are available as a function of N.

4 Specialized Gaussian Quadrature: Kramers-Kronig Transform

For the analysis of functions that have a particular even or odd symmetry and are measured as a function
of a variable that takes on positive values (i.e., a frequency), it is more common to write the Hilbert transforms as
given in Eqs. (7) and (8). We can also write Eq. (8) as:

(H f )(x) =
∫ 1

0
log(s−1)K(s,x)ds for f (x) even, (12)

with K(s,x) given by

K(s,0) = 0, K(s,x) =
1
π
{ f ′[x(1− s)]− f ′[x(1+ s)]+ f ′[x(s−1−1)]− f ′[x(s−1 +1)]} for x �= 0. (13)

The Hilbert transforms given in Eqs. (7) and (8) can each be reduced to two mathematically equivalent Kramers-
Kronig transform relations. The choice of one form over the other is dictated by the structure of the function near
the origin. For f even a result closely related to Eq. (12) can be readily derived in which the kernel function has a
slightly different form from that given in Eq. (13). For Eq. (7) we obtain:

(H f )(x) =
∫ 1

0
log(s−1)K1(s,x)ds for f (x) odd, (14)
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where K1(s,x) is given by

K1(s,x) =
1
πx
{g′[x(1− s)]−g′[x(1+ s)]+g′[x(s−1−1)]−g′[x(s−1 +1)]} for x �= 0, (15)

where g(s) = s f (s), and next equation applies for x = 0:

K(s,0) =−2
1
π

[ f ′(s)+ f ′(s)−1]. (16)

The weight function described in Section 3 is identified with log(s−1). The result for the Hilbert transform is:

(H f )(x) =
N

∑
i=1

wiK(xi,x), (17)

where the weights (wi) and evaluation points (xi) are determined from the set of polynomials based on the weight
function log(s−1). The principal advantage of this approach is that the singularity in the original integral is now
incorporated in the weights wi. The one possible numerical problem that might occur is a loss of precision in
the evaluation of K(xi,x). Some numerical experiments with representative functional forms indicates that this
problem does not arise to any significant extent [13].

The principal applications of the use of Eq. (17) fall into two main groups. The first are those problems for
which the function is specified, but the Hilbert transform cannot be evaluated in terms of known functions. The
second group of examples comprises those cases for which the function is unknown but is instead represented by
a set of discrete experimental data points [9].

5 Example

We will present an example that can be evaluated in a simple closed form. Suppose a set of data, which has
the form of a set of discrete points {Ai,xi}, fitted to a Lorentzian line profile. The Lorentzian function is

A(x) =
1
π

a
a2 +(x− x0)2 , (18)

where a and x0 are constants. The factor of π−1 in Eq. (18) is selected so that the Lorentzian encloses unit area
on the interval (−∞,∞). The Lorentzian can also be normalized so that the curve encloses unit area on the interval
[0,∞). On this interval we might consider Ai as an absorption intensity and xi as a frequency. The Kramers-Kronig
transform of the Lorentzian can be obtained in closed form:

(HA)(x) =
1
π

(x− x0)
a2 +(x− x0)2 , (19)

Lets evaluate the Gaussian quadrature approach for the Lorentzian, using Eq. (17). The result is:

(HA)(x) =
N

∑
i=1

wiK(xi,x). (20)

In Table 2 we show a comparison of the use of the quadrature formula versus the exact result as a function of
x. The calculations were carried out in a precision by use of 20 digits1. If we are dealing with experimental data,
typically no more than three to four digits of precision for the data are typically available, and therefore an error
of ∼ 10−2% in the Kramers-Kronig transformation would be acceptable. Except at x = 1, this condition is met.
The error at x = 1 is governed by machine roundoff. The exact value for the Kramers-Kronig transform at this
frequency is zero, and the calculated quadrature value is−3×10−30, which is in excellent agreement with the true
result.

In Figure 2 is presented the original function, its Kramers-Kronig transformation and also the approximation of
its Kramers-Kronig transformation. The last subplot represents the percentage error between the Kramers-Kronig
transformation and its approximation, which provide that the approximation has very good results.

1The percentage error is given as the difference between the logarithmic Gaussian quadrature approximation in N = 30 points and the exact
result of the Kramers-Kronig transformation divided by the approximated value of the Kramers-Kronig relationship, using 20 iterations.
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x Kramers-Kronig transform Percentage error N = 10 Percentage error N = 30

0.1 −.15827563401403957343 .24245264594614771014 .24036632852811657171e−4
0.5 −.12732395447351627093 .13086561198888666576e−5 .43598356225108015373e−15
0.9 −.31515830315226790736e−1 −.33420522697829840565e−10 −.36328330324571233913e−15
1.0 .0 −−− −−−
5.0 .74896443807950754956e−1 −.11197209341695572946e−2 .25528819114439382458e−10

10.0 .34936450922611168856e−1 −.22513384878386000220e−1 .30080475354495508758e−6
50.0 .64934156631997275513e−2 .26386221546937138615 .50655938294708368133e−2

Table 2: Kramers-Kronig transform of the Lorentzian by use of a logarithmic Gaussian quadrature (the values
a = 1 and x0 = 1 have been employed).
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Figure 2: The Lorentzian function, its Kramers-Kronig transformation, the approximated Kramers-Kronig trans-
formation (using logarithmic Gaussian quadrature - N = 30), and the corresponding percentage error.

6 Summary and Conclusions

From the results above it appears that values of around N = 30 are sufficient to obtain the Kramers-Kronig
transformation to a precision that is better or approximately matches the experimental precision. Since the com-
puter time required for the numerical evaluation of Eq. (8) is almost negligible, the safest approach is to employ
the largest size quadrature possible, assuming the availability of the abscissa points and weights.

In summary, it has been found that the proposed procedure for numerical evaluation of Kramers-Kronig trans-
forms yields results of high precision. The ease of implementation makes the proposed technique attractive as
a means for numerical evaluation of these singular integrals. All the intensive computational labor occurs in the
determination of the weights and evaluations points, but this needs to be done only once. The evaluation points
were compute using Mathematica 5.2.
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Distributed Machine Learning in a Medical Domain

Horea Adrian Grebla, Calin Ovidiu Cenan

Abstract: Data-mining is concerned with extracting knowledge from databases (in this case
we deal with distributed ones) using machine learning techniques. Traditionally, data-mining
systems are designed to work on a single data set. However, with the increasing number
of distributed database dispersed over many machines in WANS with geographically spread
locations it is necessary to adopt new techniques to improve the overall system response.
The development of Bayesian belief networks and associated algorithms made possible that
probabilistic reasoning becomes a real option for a large variety of Artificial Intelligence
applications. In this paper we present a methodology for machine learning using Bayesian
belief network with practical exemplification for predicting arteriosclerosis cardiovascular
disease.

Keywords: distributed data mining, Bayesian belief networks, machine learning, distributed databases

1 Introduction

Firms are concerned in increasing the flexibility of developing applications using standards to achieve inter-
operability, and to manage their infrastructure resources (processors, networks, storage, applications) efficiently
by taking advantage of new business models and system management techniques, including distributed databases.
Enterprises are adopting new approaches to distributed computing to meet earlier and nowadays needs. The tra-
ditional problems include legacy integration and adapting to changes in platforms and computing environments.
New problems arise from business restructuring, outsourcing and new possibilities (services offered by new ven-
dors). Enterprises must also handle effort demanding requirements, such as supporting peak loads for technical
computing and running massive farms of web servers. We present a set of guiding principles that must apply to a
system designed for modern WAN environments. The practical exemplification suits well the growing needs for
the healthcare domains, where world gathered information can lead to better treatment, to a decreasing number of
fatalities, and so to a healthier society. In the medical field the research results and the cures for critical diseases do
not spread fast and wide enough compared to increasing number of patients so a world wide distributed database
system can improve medical results.

2 Distributed Database Design Issues

Distributed database management system [12] relies on decisions for data placement over a computer network
and also has to ensure local applications for each computational component as well as global applications on more
computational machines; it has to provide a high-level query language with distributed query power, for distributed
applications development.

To improve the performance of global queries, data can be partitioned and spread over the systemŠs compo-
nents. Each network node executes applications as well as database management functions.

The requirements of wide-area distributed database systems differ dramatically from those of LAN systems. In
a WAN configuration , individual sites usually report to different system administrators, have different access and
charging algorithms, install site-specific data type extensions, and have different constraints on servicing remote
requests. Typical of the last point are production transaction environments, which are fully engaged during normal
business hours, and cannot take on additional load. Finally, there may be many sites participating in a WAN
distributed DBMS.

A distributed database system supports data fragmentation if a relation stored within can be divided in pieces
called fragments. These fragments can be stored on different sites residing on the same or different machines. The
aim is to store the fragments closer to where they are more frequently used in order to achieve best performance.
The partitions can be created horizontal, vertical or mixed [13] (the combination of horizontal and vertical frag-
mentation).

Let ℜ[A1,A2, ...,An]be a relation where Ai, i = 1,n are attributes. A horizontal fragment can be obtained by
applying a restriction: ℜ j = σcond j(ℜ), where cond j is the guard condition. So we can rebuild the original relation
by union as follows:
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ℜ = ℜ1∪ℜ2∪ ...∪ℜk.

A vertical fragment is obtained by a projection operation:

ℜ j = ∏
{Ax1,Ax2,...,Axp}

(ℜ),

where Axi, i = 1, p are attributes. The initial relation can be reconstructed by join of the fragments:

ℜ = ℜ1⊗ℜ2⊗ ...⊗ℜl

The manner in which data are physically stored should not corrupt the way the queries and programs are
written. This property, known as data independence, is now considered for heterogeneous distributed database,
or multi-database. From the perspective of information exchange we consider the DBMS independent approach,
which allows construction of open systems, with good scaling capabilities in heterogeneous environments.

3 Bayesian belief networks

The development of Bayesian belief networks and associated algorithms as presented by Pearl [01] has made
proper probabilistic reasoning a real option for a large variety of Artificial Intelligence applications. Bayes nets
are rapidly becoming a tool of choice for applied AI.

In general, probability calculations are computationally intractable [02], fact that led early expert systems to
use a variety of simplifications, including certainty factors, fuzzy logic or other techniques. These systems, from
the probabilistic point of view, all invoke strong independence constraints. Bayes nets can represent arbitrary
probability distributions, and so overcome the limits of these independence assumptions and at the same time can
take advantage of any simplifications possible given any real independence in the application domain. Bayesian
belief networks provide a natural causal interpretation and so are fruitful methods for building expert systems with
human input. They can easily be made to combine both expert knowledge and data mining.

There have been many medical applications of Bayesian belief networks [06], [07], and [08], however those
projects focus on automatic expert diagnosis, not on discovering new connections and maybe none applying data
mining methods to arteriosclerosis primary prevention. In this paper, we look at such an application to medical
data set (STULONG) obtained from European Center for Medical Informatics, Statistics and Epidemiology, eu-
romise.vse.cz. The data sets contain information about two sites participated in the several years of observations,
namely Institute of Clinical and Experimental Medicine in Prague and Medical Faculty of the Charles University
in Plzen.

The epidemiological data, specifically assessment of risk for arteriosclerosis cardiovascular disease given pre-
vious conditions. The aim of our study was to identify arteriosclerosis risk factors prevalence in a population
generally considered to be the most endangered by possible arteriosclerosis complications, i.e. middle aged men.
A possible extension of this work will be to consider the impact of complex risk factors intervention on their
development and cardiovascular disease evolution. Superior predictions of such disease would allow for better
allocation of health care resources and improved outcomes. Amid blossoming healthcare costs, cost effectiveness
has become a dominating consideration for determining which preventive strategies are most appropriate.

A Bayesian belief network is a graph with arcs connecting nodes and no directed cycles (a so called directed
acyclic graph), whose nodes represent random variables and whose arcs represent direct dependencies. Each node
has a conditional probability table, which, for each combination of values of the parents, gives the conditional
probability of each of its values. Users can set the values of any combination of nodes in the network that they
have observed. This evidence propagates through the network, producing a new probability distribution over
all the variables in the network. There are a number of efficient exact and approximate inference algorithms
for performing this probabilistic updating [05], providing a powerful combination of predictive, diagnostic and
explanatory reasoning.

Figure 1 shows a very simple example of Bayes nets for a medical diagnosis problem, namely for metastatic
cancer, with the corresponding conditional probability table. Metastatic cancer is a possible cause of brain tumors
and is also an explanation for increased total serum calcium. In turn, either of these could explain a patient falling
into a coma. Severe headache is also associated with brain tumors.

Specifying the value of an observed variable would provide us with a revised diagnosis and expected value for
all the other variables. Figure 2 shows the updated belief given the observation the patient is in a coma.
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Figure 1: Example of Bayesian belief network Figure 2: Belief revision

Bayesian belief networks can be either handcrafted or machine learned. Traditional knowledge engineering
methods build expert systems by handcrafting the Bayes nets to match expert knowledge. This is a very slow and
tedious process, so that it has been called the knowledge bottleneck. Machine learning methods are necessary to
break through the bottleneck. Fully automated methods learn both the structure and the probability parameters.

4 Learning Bayesian belief networks

The goal of data mining is to find unsuspected relationships and to summarize the data in novel ways that are
both understandable and useful to the data owner.

We have built Bayesian belief network for predicting arteriosclerosis cardiovascular disease by applying WEKA,
a causal discovery program described in [03], and then we evaluated these Bayes nets using JavaBayes [04].

The dual nature of a Bayesian belief network makes learning in this case a natural division in two stage process:
first learn a network structure, then learn the probability tables. Once a good network structure is identified, the
conditional probability tables for each of the variables can be estimated.

WEKA attempts to learn the best causal structure to account for observational data, using an estimator metric
and a search algorithm over the model space.

The dual nature of a Bayesian network makes learning of Bayes nets as a two stage process a natural division:
first learn the network structure, then learn the probability tables. Once a good network structure is identified, the
conditional probability tables for each of the variables can be easily estimated.

There are various estimator approaches to structure learning in Bayesian belief network learning. In WEKA,
the following are presented: Local score metrics - Learning a network structure can be considered an optimization
problem where a quality measure of a network structure given the training data needs to be maximized. The quality
measure can be based on a Bayesian approach, minimum description length, information and other criteria. Those
metrics have the practical property that the score of the whole network can be decomposed as the sum (or product)
of the score of the individual nodes. This allows for local scoring and thus local search methods. Conditional
independence tests - These methods stem from the goal of uncovering causal structure. The assumption is that
there is a network structure that exactly represents the independencies in the distribution that generated the data.
Then it follows that if a (conditional) independency can be identified in the data between two variables that there is
no arrow between those two variables. Once locations of edges are identified, the direction of the edges is assigned
such that conditional independencies in the data are properly represented. Global score metrics - A natural way to
measure how well a Bayesian belief network performs on a given data set is to predict its future performance by
estimating expected utilities, such as classification accuracy. Cross validation provides an out of sample evaluation
method to facilitate this by repeatedly splitting the data in training and validation sets. A Bayesian belief network
structure can be evaluated by estimating the network’s parameters from the training set and the resulting Bayes
nets performance determined against the validation set. The average performance of the Bayesian belief network
over the validation sets provides a metric for the quality of the network. Cross validation differs from local scoring
metrics in that the quality of a network structure often cannot be decomposed in the scores of the individual nodes.
So, the whole network needs to be considered in order to determine the score. For each of these estimators, different
search algorithms are implemented in WEKA, such as hill climbing, simulated annealing and tabu search.

The Bayesian information-theoretic metric, figure a tradeoff between model complexity and goodness of fit,
thereby avoiding overfitting the data. Using our experiments we can conclude that this method has matched the
best alternative machine learning algorithms across a range of problems. In order to obtain this result we used the
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Figure 3: After data mining domain

part of WEKA allowing systematic experiments to compare Bayesian belief network performance with general
purpose classifiers like C4.5, nearest neighbor, support vector, etc.

First we ran WEKA on the whole data set, using different estimators and searching methods and although there
are some variations we note that arteriosclerosis is never directly connected to SBP, Diabetes, or Smoking, which
are related only through other variables and conversely is always linked to Age, which has a strong effect, and also
HDL and LDL.

Looking for smaller and more comprehensible results we use data for males only, omitting sex in order to
have still a valid model of the reality. Figure 3 shows the results and we can see that in the summary model,
given Age and Total Cholesterol, the new variables do not help very much for predicting arteriosclerosis (the CHD
node). However, in the best model, drinking raises HDL (good cholesterol). Intervening on Drinking (to prevent
additional correlation from the back paths through Age) we find the probability of high HDL is 0.4 for nondrinkers,
but 0.6 for drinkers. However, in this model, that will have no effect on anything else, because there are no variables
downstream of HDL.

So far in our experiments we have obtained some Bayesian belief networks, knowledge engineered by learning
from data sets and we want to see if they do not overfit the data, leading to poor generalization? We partitioned
the data into n sets of equal size, and in turn make each the test set for models learned on the remaining n - 1,
giving us n experiments. In cases in which the value of n is too small we have little confidence that our runs
are representative; if too large we introduce too much correlation among the training sets for each of the n runs,
misleading us into thinking we have less variance than we really do. We conducted our experiments and obtained
positive results with 10 fold cross-validation and to further reduce variance we use stratified samples, meaning that
the 10 folds all have about the same proportion of positive and negative examples. This is roughly equivalent to
stratified random samples in clinical trials.

A second question we want to answer during our experiments was how good are the inference methods which
gave us those models? In other conducted experiments we compared our discovered model against standard
machine-learning algorithms provided by WEKA: J48 (C4.5), logistic regression, and an artificial neural network
all run with default settings.

We found that the our method does as well as a logistic regression model of the data set, which is otherwise
the best model. Our discovered Bayesian belief network come second performing about the same and we can also
state that J48 did quite poorly.

5 A proposed architecture for distributed machine learning

Knowledge discovery (or data-mining) is concerned with extracting knowledge from databases (possible dis-
tributed) using machine learning techniques. Traditionally, data-mining systems are designed to work on a single
data set. However, with the growth of distributed database is increasingly dispersed over many machines in many
different geographical locations.

Software agents [10] are one response to the problem of using the vast amounts of information stored on dis-
tributed sites. There are many types of software agents [11]; however, agents are typically thought of as being
intelligent programs, which have some degree of autonomy. We intend to design an open, flexible data-mining
agent architecture. A group of such agents will be able to cooperate to discover knowledge from distributed
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sources.
A group of intelligent agents may work together in order to solve a problem or achieve a common goal. In order

to do this they can use machine learning techniques in order to refine their knowledge. Learning in an intelligent
system should improve the performance of that system. Our proposed research is concerned with how they can do
this effectively.

Our high-level model is as follows. One or more agents per site are responsible for examining, analyzing and
learning from local data sources. After this the agents will integrate the new knowledge they produced into a
globally coherent theory using a supervisory agent, responsible for coordinating the discovery agents.

There are many ways learning can occur when data is distributed. The approach we proposed is for the agents
to learn locally, and then to share their results, which are then refined and integrated by other agents in light of
their own data and knowledge. This model permits the use of standard algorithms, and also allows inter-operation
between different algorithms. We are adopting this approach, as it provides distributed processing together with
flexibility in deploying off-the-shelf algorithms. The main problem here is how to integrate the local results.

There are different distributed learning methods but we favor a simple knowledge integration. Each agent learns
a local theory and the resulting theories are tested against all the training examples, the best theory is selected and
is then compared with the test set. In [09] is clearly demonstrated that for certain data sets simple knowledge
integration is the best method for implementing distributed learning.

6 Summary and Conclusions

We have made an initial effort in Bayesian belief network modeling of medical data, developing a set of
networks using a causal discovery algorithm. We found that the obtained Bayes nets does as well as a logistic
regression model of the data set, which is otherwise the best model.

When run in Bayesian belief network modeling software (e.g., JavaBayes), these models provide a simple to
use GUI and they tell an intuitive causal story of arteriosclerosis risk. JavaBayes allows also for the modeling
of decision making, such as medical and health costs, and the modeling of health interventions. Thus, there is
significant potential in providing the medical community with a useful set of tools for assessing arteriosclerosis
risk and potential benefits from interventions.

There is also plenty of scope for future data mining efforts in the field of distributed data sets. We propose
an agent-based architecture to distributed knowledge discovery. Our goal is that agent-based knowledge discovery
will allow us to maximize the usage of distributed computing resources, and minimize the network traffic, as well
as facilitate the easy integration and use of multiple learning algorithms. Our proposed architecture meets some
principles, which are asserted in the literature are requirements for non-uniform, multiadministrator WAN envi-
ronments:
• Scalability to a large number of cooperating sites: In a WAN environment, there may be a large number of sites
which wish to share data.
• Data mobility: It should be easy and efficient to change the ŚŚhomeŠŠ of an object. Preferably, the object should
remain available during movement.
• Act locally, think globally: agents on each site examine, analyze and learn from local data sources and integrate
the knowledge they produce into a global result.
• Total local autonomy: Each site must have complete control over its own resources. This includes what objects
to store and what actions agents have to perform to discover knowledge.
• Total local autonomy: Each site must have complete control over its own resources. This includes what objects
to store and what actions agents have to perform to discover knowledge.
• Easily configurable policies: It should be easy for a local site to change the behavior of an agent if new better
algorithms occur.
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Data Acquisition Sistem for Vibration Signal Analysis

Florin Grofu, Luminita Popescu, Marian Popescu

Abstract: Antifriction bearing failure is a major factor in failure of rotating machinery.
As a fatal defect is detected, it is common to shut down the machinery as soon as possible to
avoid catastrophic damages. Performing such an action, which usually occurs at inconvenient
times, typically results in substantial time and economical losses. It is, therefore, important
to monitor the condition of antifriction bearings and to know the details of severity of defects
before they cause serious catastrophic consequences. The vibration monitoring technique is
suitable to analyze various defects in bearing. This technique can provide early information
about progressing malfunctions. In this paper is presented a data acquisition system con-
ceived for the analysis of the signal from two vibration transductor

Keywords: Antifriction bearings; Prediction; Vibration signal; Acquisition System.

1 Introduction

Condition monitoring of antifriction bearings in rotating machinery using vibration analysis is a very well
established method. It offers the advantages of reducing down time and improving maintenance efficiency. The
machine need not be stopped for diagnosis. Even new or geometrically perfect bearings may generate vibration
due to contact forces, which exist between the various components of bearings. Antifriction bearing defects may be
categorized as localized and distributed. The localized defects include cracks, pits and spalls caused by fatigue on
rolling surfaces. The other category, distributed defects include surface roughness, waviness, misaligned races and
off size rolling elements. These defects may result from manufacturing error and abrasive wear. Antifriction bear-
ing failures result in serious problems, mainly in places where machines are rotating at constant and high speeds.
To prevent any catastrophic consequences caused by a bearing failure, bearing condition monitoring techniques,
such as, vibration analysis and acoustic emission analysis have been developed to identify existence of flaws in
running bearings. Vibration signature monitoring and analysis in one of the main techniques used to predict and
diagnose various defects in antifriction bearings. Vibration signature analysis provides early information about
progressing malfunctions and forms the basic reference signature or base line signature for future monitoring pur-
pose. Defective rolling elements in antifriction bearings generate vibration frequencies at rotational speed of each
bearing component and rotational frequencies are related to the motion of rolling elements, cage and races. Initi-
ation and progression of flaws on antifriction bearing generate specific and predictable characteristic of vibration.
Components flaws (inner race, outer race and rolling elements) generate a specific defect frequencies calculated
from equations, mentioned by Chaudhary and Tandon, namely:

Inner face malfunction frequency fi = n
2 fr
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]
Where:BD roller diameter, PD pitch diameter, fr rotational frequency, n number of rollers and ß angle of con-

tact.The time domain and frequency domain analyses are widely accepted for detecting malfunctions in bearings.
The frequency domain spectrum is more useful since it also identifies the exact nature of defect in the bearings.

2 Experimental Stand

An experimental test rig built to predict defects in antifriction bearings is shown in (figure 1). The test rig
consists of a shaft with central rotor, which is supported on two bearings. An induction motor coupled by a flexible
coupling drives the shaft. Self aligning double row ball bearing is mounted at driver end and cylindrical roller
bearing is mounted at free end. The cylindrical roller bearing is tested at constant speed of 1400 rpm. Cylindrical
roller bearing type 6308C3 (with outer race and roller defects and with inner race defect) have been used for
analysis

The details of the bearings used in the present analysis are: number of roller 8, outer diameter 90mm, inner
diameter 40mm, pitch diameter 55mm, roller diameter 15mm, contact angle β=0˚
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Figure 1: 1–PC; 2–Data Acquisition System; 3–Motor; 4–Flexible Coupling; 5–Rotor; 6–Self Aligning Ball Bear-
ing; 7–Roller Bearing; 8–Transductors

In order to make the acquisition of the useful signal, a vibration transductor was put on each bearing. The signal
from the two sensors is acquisitioned and transmitted towards a computer which will do the frequency analysis of
the received signals. The block scheme of the acquisition part is presented in the following figure (figure 2).

Figure 2:

2.1 Vibration transductor

The vibration transductor that is used is MAQ 36. Model MAQ36 charge output miniature accelerometer is
designed to be used in Industrial test and automation environments; including laboratory testing, modal studies
and test cells where high temperatures are likely to be encountered and where space is limited and small size is
desired or a high natural frequency is required. The MAQ36 is a self generating piezoelectric transducer which
has no internal electronics and requires no external power for operation. These units are usually connected to
a local charge amplifier that is mounted as near as possible in a lower temperature environment. The seismic
element is mechanically isolated from the mounting base, resulting in a low base strain sensitivity. The stainless
steel materials are non-magnetic resulting in very low magnetic field susceptibility. These features, together with
a sealed body, assure accurate and reliable data.

The accelerometer is the transducer type most commonly encountered when measuring vibration levels. The
accelerometer normally consists of a seismic mass mechanically connected to the accelerometer base through a
piezoelectric material. Piezoelectric materials have the property of producing electrical charge when bent and
twisted (even shear forces will work here). Basically, a charge is generated. Hence, a charge sensitive amplifier
will produce a signal independent of the capacitance of the cable between the accelerometer and the amplifier.

3 Acquisition system

To analyze the vibrations, the frequency analysis method is used, which implies the implementation on a PC of
the Fourier transform. In order to have the most correct analysis, the acquisition rate of the useful signal must be as
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big as it can reporting to the maximum frequency of the analyzed signal’s spectrum. Making such an acquisition
system implies to fulfill simultaneously more conditions which most of the times are in contradiction.

First, a very high speed of acquisition is required, which implies a big volume of data. To make a real time
analysis of these data, there must be used complex systems with high power of calculus, like the process computers.
The vibrations produced in the bearings which must be analyzed, appear in an improper industrial environment.
Regarding the climate and mechanical emplacement, the usual process computers cannot be positioned next to the
process.

The alternative would be placing an acquisition system next to the two sensors and transmitting the information
in a numerical way to the computer, which is placed in the control room. In this case, a high speed numerical
transmission is necessary, so that the analysis of the acquisitioned signals to be in real time. Generally, data
transmission at high speeds can be made through parallel interfaces (with a big number of wires) or through core
complicated serial interfaces.

Because the defects that appear in the bearings is a slow phenomenon, for the analysis of the defects using
vibrations analysis, a fast signal acquisition can be made for a certain period of time with local hold of the data and
then a slower transmission of the data through a standard serial interface (for example RS 485). The acquisition
system must be able to make acquisitions of at least 100.000 samples/second and to hold a big number of samples
(the equivalent of an interval of few seconds to observe the useful signal). The structure of the proposed acquisition
system is presented in figure 3:

3.1 Core with microcontroller

The core with microcontroller is made with DS89C420. The DS89C420 offers the highest performance avail-
able in 8051-compatible microcontrollers. It features a redesigned processor core that executes every 8051 in-
struction (depending on the instruction type) up to 12 times faster than the original for the same crystal speed.
Typical applications see a speed improvement of 10 times using the same code and crystal. The DS89C420 offers
a maximum crystal speed of 33MHz, achieving execution rates up to 33 million instructions per second (MIPS).

DS89C420 is 8051 Pin- and Instruction-Set Compatible and have four Bidirectional I/O Ports,Three 16-Bit
Timer Counters, 256 Bytes Scratchpad RAM, 16kB Flash Memory, In-System Programmable through Serial Port,
Dynamically Adjustable by Software, 1 clock-per-machine cycle and Single-cycle instruction in 30ns, Optional
variable length MOVX to access fast/slow peripherals, Dual data pointers with auto increment/decrement and tog-
gle select, Programmable clock divider, Two full-duplex serial ports, Programmable watchdog timer, 13 interrupt
sources (six external), Five levels of interrupt priority

3.2 RAM memory

The RAM memory used for the local hold of the conversions result is of the DS1270Y type.
The DS1270Y 16M Nonvolatile SRAMs are 16,777,216-bit, fully static nonvolatile SRAMs organized as

2,097,152 words by 8 bits and read and write access times as fast as 70 ns. Each NV SRAM has a self-contained
lithium energy source and control circuitry which constantly monitors VCC for an out-of-tolerance condition.
When such a condition occurs, the lithium energy source is automatically switched on and write protection is
unconditionally enabled to prevent data corruption. There is no limit on the number of write cycles which can
be executed and no additional support circuitry is required for microprocessor interfacing. Optional industrial
temperature range of -40˚C to +85˚C, designated IND.

3.3 Analog-to-Digital Converter

The analog-to-digital converter which is used is MAX 120. The MAX 120 is BiCMOS, sampling 12-bit
analog-to-digital converters (ADCs) combine an on-chip track/hold (T/H) and low-drift voltage reference with
fast conversion speeds and low power consumption. The T/H’s 350ns acquisition time combined with the 1.6μs
conversion time results in throughput rates as high as 500k samples per second (ksps).The MAX 120 accepts
analog input voltages from -5V to +5V and operates with clocks in the 0.1MHz to 8MHz frequency range.

The MAX 120 employ a standard microprocessor (μP) interface. Three-state data outputs are configured to
operate with 12-bit data buses. Data-access and bus-release timing specifications are compatible with most popular
μPs without resorting to wait states. In addition, the MAX 120 can interface directly to a first in, first out (FIFO)
buffer, virtually eliminating μP interrupt overhead.
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Figure 3:

The data transfer between the analog-to-digital converter and memory or between the memory and the parallel
interface can be made through the microcontroller or directly on the data bus. In this case, the microcontroller
generates only command signals which are necessary for data transfer. To increase the acquisition speed, saving
previous data is done simultaneously with a new conversion. In this way, speeds of 400.000 samples/second can be
reached. Transmitting data from the RAM memory towards the PC can be done serial (RS 485) for big distances,
or serial (RS 232) or parallel on small distances.

4 Software

The acquisition program is made with the help of LabWindows/CVI 7.1 and is split into 3 components:

• one component which makes the acquisition and data process and which is conceived as a “service” under
Windows XP.

• one MySQL component (data base server) which asynchronously takes over the files stored on the HDD
by the first component and stores them into a data base.

• one component which is launched at demand and which presents the data in the data base into a suggestive
graphical interface.

If the acquisition board is placed at a considerable distance from the PC, the acquisition is made through serial
RS 232 by a RS 485/RS 232 converter. The program works on interrupt, meaning to receive data in the RS 232
serial buffer, and when it is full (or we can set a certain number of characters, smaller than the buffer’s dimension),
an interrupt is generated. The function which deals with the interruption downloads the buffer of the serial into a
memory variable of string type as in the example : unit data[100.000] where data[i] = [0x0F& high_octet] *256 +
low_octet meaning high octet has the first n bits equal to zero. (the analog-to-digital converter works on 12 bits).

These data from the memory are processed in the following way:

• applying the Fourier transform, will result the frequency spectrum of the data from the memory.

• from the frequency spectrum analysis, a diagnosis of the device try is made, meaning the type of defect (for
example, for the bearings: broken ball, deficient oiling, usage, the engine and pump are not on the center).

• the conclusions from the previous step are being transmitted to the dispatcher for a real time information
on the defects. If the found defects are major, the “emergency stop” of the device is necessary.
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• the frequency characteristic from step 1 is memorized in the computer’s memory.

According to the diagnosis algorithms, there may be certain frequency domains which must be analyzed normally,
thing that can be done with performant digital filters. If defects are found, the entire acquisitioned frequency
spectrum is analyzed. This is done not to have high time values for processing or to eliminate parasite signals not
related to the process.

These times for acquisition, processing, memorizing, must be included into the sampling period chosen for the
process if the same computer coordinates the whole process.With the help of the memorized files, a history of the
functioning can be made, for two purposes:

• visualizing in time the evolution of the device, useful for revision and repairs planning.

• creating and improving some algorithms for defects identification corresponding to the analyzed physic
device.

5 Summary and Conclusions

Time waveform and frequency spectrum provide useful information to analyze defects in antifriction bearings.
Time waveform indicates severity of vibration in defective bearings. Frequency domain spectrum identifies ampli-
tudes corresponding to defect frequencies and enables to predict presence of defects on inner race, outer race and
rollers of antifriction bearings. The distinct and different behaviour of vibration signals from bearings with inner
race defect, outer race defect and roller defect helps in identifying the defects in roller bearings.

Also, the acquisition system presented ensures the obtaining of some precise acquisitions which correspond
from the point of view of resolution (number of bits) and of speed of acquisition. It’s simple and robust structure
allows this system to be made according to any industrial environment.
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Descriptive Timed Membrane Petri Nets for Modelling of Parallel
Computing

Emilian Guţuleac

Abstract: In order to capture the compartmentation and behaviour of membrane systems for
modelling of parallel computing, we introduce the descriptive dynamic rewriting Descriptive
Membrane Timed Petri Nets (DM-nets) that can at in run-time modify their own structure
by rewriting some of their descriptive expression components. Furthermore, this descrip-
tive approach facilitates the understanding of complex models and their component-based
construction as well as the application of modern computer engineering concepts.

Keywords: Descriptive Petri nets, membrane systems, modelling, parallel computing.

1 Introduction

Recent technological achievements require advances beyond the existing computational models in order to
be used effectively. Pragmatic aspects of current and future computer systems will be modelled so that realistic
estimates of efficiency can be given for algorithms in these new settings.

Petri nets (PN) are very popular formalism for the analysis and representation of parallel and distributed com-
puting in concurrent systems that has draw much attention to modelling and verification of this type of systems
[1].

P systems, also referred to as membrane systems, are a class of parallel and distributed computing models [6].
The interest of relating P systems with the PN model of computation lead to several important results on simulation
and decidability issues. Some efforts have been made to simulate P systems with Petri nets [2, 5, 7] to verifying
the many useful behavioral properties such as reachability, boundedness, liveness, terminating, etc.

In this paper we propose a new approach to express the components of continuous-time P systems [6] through-
out components of escriptive Petri Nets (PN) using descriptive expressions (DE) [3] for modelling of parallel
computing. The DE are used for analytical representation and compositional construction of PN models. To model
specific rules of P-systems within the framework of the descriptive Rewriting Timed PN (RTN) [4] we introduce a
new extensions Ű the descriptive Membrane RTN, called DM-nets, that can modify dynamically their own struc-
tures by rewriting rules some of their components.

2 Labeled Extended Petri Nets

In this section, we define a variant of PN called labeled extended PN. Let L be a set of labels L = LP*LT . Each
place pi labeled l(pi) ∈ P a local state and transition t j has action labeled as l(t j) ∈ LT .

A labeled extended PN is structure as a Γ =< P,T,Pre,Post,Test, Inh,G,Pri,Kp, l >, where: P is the finite set
of places and T is a finite set of transitions that P∩T = /0. In the graphical representation, the place is drawn as
a circle and the transition is drawn as a black bar; The Pre, Test and Inh : P×T ×N|P| → N+ respectively is a
forward flow, test and inhibition functions and is a backward flow function in the multi-sets of P, where defined the
set of arcs A and describes the marking-dependent cardinality of arcs connecting transitions and places. The set A
is partitioned into tree subsets: Ad , Ah, and At . The subset Ad contains the directed arcs which can be seen as Ad :
((P×T )∪(T×P))×N|P| →N+ and are drawn as single arrows. The inhibitory arcs Ah : (P×T )×N|P| →N+are
drawn with a small circle at the end. The test arcs At : (P×T )×N|P| →N+are directed from a place to a transition,
and are drawn as dotted single arrows. It does not consume the content of the source place. The arc of net is
drawn if the cardinality is not identically zero and this is labeled next to the arc and by a default value being 1;
G : E ×N|P| → {true, f alse} is the guard function transitions. For t ∈ T a guard function g(t,M) that will be
evaluated in each marking, and if it evaluates to true, the transition t may be enabled, otherwise t is disabled
(the default value is true); Pri : T → N+ defines the priority functions for the firing of each transition that maps
transitions onto natural numbers representing their priority level. The enabling of a transition with higher priority
disables all the lower priority transitions; Kp : P → N+ is the capacity of places, and by default being infinite
value; The l : T ∪P→ L, is a labeling function that assigns a label to a transition and places. In this way that maps
transition name into action names that l(t j) = l(tk) = α but t j �= tk and l(pi) = l(pn) = β but pi �= pn.
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A marked labeled extended PN net is a pair N =< Γ,M0 >, where Γ is a labeled PN structure and M0 is the
initial marking of the net. M : P → N+ is the current marking of net which is described by a symbolic vector-
column M = (mi pi),mi ≥ 0,∀pi ∈ P, where the (mi pi) is the number mi of tokens in place pi. The M is the state of
net that assigns to each place tokens, represented by black dots.

The details concerning on enabling and firing rules, and evolution for of N =< Γ,M0 > can be found in [3] as
they require a great deal of space.

3 Descriptive expressions of Petri nets

Due to the space restrictions we will only give a brief overview to this topic and refer the reader to [3, 4] and
the references therein. In following for abuse of notation, labels and name of transitions/places are the same. We
use the concept of a basic descriptive element (bDE) for a basic PN (bPN) introduced in [2] as following: bDE =
|α j
t j

m0
i pi[W+

i ,W−
i ]|αk

tk . The translation of this bPN is shown in figure 1a, where respectively is input transition

(action type α j ) and tk = p•i is the output transition (action type αk ) of place pi ∈ P with initial marking m0
i , and

the flow type relation functions W+
i = Pre(t j, pi) and W−

i = Post(t j, pi), respectively which return the multiplicity
of input and output arcs of the place pi ∈ P. The derivative elements of bDE are for p•i = /0,W−

i = 0 is |α j
t j

m0
i [Wi]

with final place pi of t j and •pi = /0,W+
i = 0 is m0

i pi[Wi]|αk
tk with entry place pi of tk. If the initial marking m0

i of
place is a zero tokens we can omit m0

i in bDE. By default, if the type of action α is not mentioned this to match
the name of a transition t. From a bDE we can build more complex DE of PN components by using composition
operations. Also by default,if W+

i = W−
i = 1, we present bDE and it derivatives as following:|α j

t j
m0

i pi|αk
tk , |α j

t j
m0 pi

or m0
i pi|αk

tk .
A descriptive expression (DE) of a labeled PN is either bDE or a composition of DE a N: DE ::= bDE|DE ∗

DE| ◦DE, where ∗ represents any binary composition operation and ◦ any unary operation.
Descriptive Compositional Operations. In the following by default the labels of N are encoded in the name of

the transitions and places. The composition operations are reflected at the level of the DE components of N models
by fusion of places, fusion of transitions with same type and same name (label) or sharing of as subnets.

Place-Sequential Operation. This binary operation, denoted by the “ | “ sequential operator, determines the
logic of a interaction between two local states pi (pre-condition) and pk (post-condition) by t j action that are in
precedence and succeeding (causality-consequence) relation relative of this action. Sequential operator is the basic
mechanism to build DE of N models. This operation is an associative, reflexive and transitive property, but is not
commutative operation. The means the fact DE1 = m0

i pi[Wi]|α j
t j

m0
k pk[Wk] �= m0

k pk[Wk]|α j
t j

m0
i pi[Wi] that the specified

conditions (local state) associated with place-symbol pi are fulfilled always happens before then the occurrence of
the conditions associated with place-symbol pk by means of the action t j. Also, the PN modelling of the iteration
operation is obtained by the fusion of head (entry) place with the tail (final) place that are the same name (closing
operation) in DE which describes this net. The self-loop of N2 net described by an: DE2 = m0

i pi[Wi]|α j
t j

pi[Wi] =

m0
i p̃i[Wi]|α j

t j
, it is the test operator "p̃", i.e. represent the test arc. The translation of DE2 in N2 is shows in figure

2b.
Inhibition Operation. This unary operation is represented by inhibitory operator "- " (place-symbol with over-

bar) and it DE3 = m0
i p̄i[Wi]|α j

t j
describe the inhibitor arc with a weight Wi = Inh(pi, t j).

Synchronization Operation. This binary operation is represented by the " •" or " ∧”join operator describe the
rendez-vous synchronization (by transition tt j ) of a two or more conditions represented respectively by symbol-
place pi ∈• t j, i = 1,n, i.e. it indicate that all preceding conditions of occurrence actions must have been completed.
This operation is a commutative, associative and reflexive.

Split Operation . This binary operation represented by the "♦" split operator and it describe the causal relations
between activity t jand its post-conditions: after completion of the preceding action of t j concomitantly several
other post-condition can take occurs in parallel ("message sending"). Property of split operation is a commutative,
associative and reflexive.

Competing Parallelism Operation. This compositional binary operation is represented by the " ∨" competing
parallelism operator, and it can be applied over two NA with DEA = A and NB with DEB = B or internally into
resulting NR with DER = R, between the places of a single NR which the symbol-places with the same name are
fused, respectively. We can represent the resulting DER = A∨B as a set of ordered pairs of places with the same
name to be fused, with the first element belonging to A the second to B. The fused places will inherit the arcs of the
place in A and B . Also, this compositional binary operation is a commutative, associative and reflexive property.
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Precedence Relations between the Operations. We introduce the following precedence relation between the
compositional operations in the DE: a) the evaluation of operations in DE are applied left-to-right; b) an unary
operation binds stronger than a binary one; c) the "• "operation is superior to"|" and " ♦", in turn, its are superior
the "∨ " operation. Further details on definitions, enabling and firing rules, and evolution for of N can be found in
[3] as they require a great deal of space.

4 Dynamic Rewriting Petri Nets

In this section we introduce the model of descriptive dynamic net rewriting PN system. Let XρY is a bi-
nary relation. The domain of is the Dom(ρ) = ρYand the codomain of ρ is the Cod(ρ) = Xρ . Let A =<
Pre,Post,Test, Inh > is a set of arcs belong to netΓ .

A descriptive dynamic rewriting PN system is a structure RN =< Γ,R,φ ,Gtr,Gr,M >,
where: =< P,T,Pre,Post,Test, Inh,G,Pri,Kp, l >; R = r1, ...,rk is a finite set of rewriting rules about the runtime
structural modification of net that P∩T ∩R = /0. In the graphical representation, the rewriting rule is drawn as a
two embedded empty rectangle. We let E = T ∪R denote the set of events of the net; φ : E → T,R is a function
indicate for every rewriting rule the type of event can occur; Gtr : R×N|P| → {true, f alse} and Gr : R×N|P| →
{true, f alse} is the transition rule guard function associated with r ∈ R and the rewriting rule guard function
defined for each rule of r ∈ R , respectively. For ∀r ∈ R, the gtr ∈ Gtr and gr ∈ Grwill be evaluated in each
marking and if its are evaluates to true, the rewriting rule r may be enabled, otherwise it is disabled. Default value
of gtr ∈ Gtr is true and for gr ∈ Gr is false. Let RN =< RΓ,M > and RΓ =< Γ,R,φ ,Gtr,Gr > described with
the descriptive expression DERΓ and DERN , respectively. A dynamic rewriting structure modifying rule r ∈ R of
RN is a map r : DEL �DEW , where whose codomain of the rewriting operator � is a fixed descriptive expression
DEL of a subnet RNL of current net RN, where RNL ⊆ RN,with PL ⊆ P, EL ⊆ Eand set of arcs AL ⊆ A and whose
domain of the � is a descriptive expression DEW of a new RNW subnet with PW ⊆ P, EW ⊆ E and set of arcs
AW . The � rewriting operator represent binary operation which produce a structure change in the DERN and the
net RN by replacing (rewriting) of the fixed current DEL of subnet RNL (DEL and RNL are dissolved) by the new
DEW of subnet RNW now belong to the new modified resulting DERN′ of net RN

′
= (RN\RNL)∪RNW with P

′
=

(P\PL)∪PW and E
′
= (E\EL)∪EW , where A

′
= (P\PL)∪AW the meaning of \ (and ∪) is operation to removing

(adding) RNL from (RNW to) net RN. In this new net RN
′
, obtained by execution (fires) of enabled rewriting rule

r ∈ R , the places and events with the same attributes which belong RN
′

are fused, respectively. By default the
rewriting rules r : DEL � /0 andr : /0 �DEW describe the rewriting rule which fooling holds RN

′
= (RN\RNL) and

RN
′
= (RN ∪RNW ), respectively. A state of a net RN is a pair (RΓ,M), where RΓ is the configuration of net

together with a current marking M. Also, the pair (RΓ0,M0) with P0 ⊆ P, E0 ⊆ E and marking M0 is called the
initial state of the net.

Enabling and Firing of Events. The enabling of events depends on the marking of all places. We say that a
transition t j of event e j is enabled in current marking M if the following enabling condition ec(t j,M) is verified:

ec(t j,M) = (∧∀pi∈•t j(mi≥Pre(pi, t j))∧(∧∀pk∈◦t j(mk < Inh(pi, t j)))∧(∧∀pl∈∗t j(ml ≥Test(pl , t j)))∧(∧∀pn∈t•j ((Kpn−
mi)≥ Post(pn, t j))))∧g(t j,M)).

Similarly, the rewriting rule r j ∈ R is enabled in current marking M if the following enabling condition
ectr(r j,M)is verified:

ectr(r j,M) = (∧∀pi∈•r j(mi≥Pre(pi,r j))∧(∧∀pk∈◦r j(mk < Inh(pi,r j)))∧(∧∀pl∈∗r j(ml ≥Test(pl ,r j)))∧(∧∀pn∈r•j ((Kpn−
mi)≥ Post(pn,r j))))∧g(r j,M)).

Let the T (M) and R(M) is respectively the set of enabled transitions and rewriting rule in current marking
M. Let the E(M) = T (M)*R(M), is the set of enabled events in a current marking M. The event e j ∈ E(M)
fire if no other event ek ∈ E(M) with higher priority has enabled. Hence, for e j event i f ((φ j = t j)∨ (φ j = r j)∧
(gtr(r j,M) = f alse)) then (the firing of transition t j ∈ T (M) or rewriting rule r j ∈ R(M) change only the current

marking:(RΓ,M)
e j→ (RΓ,M

′
)⇔ (RΓ = RΓ′ and M[e j > M

′
)). Also, for e j event i f ((φ j = r j)∧ (gr(r j,M) = true)

then (the event e j occur to firing of rewriting rule r j and it occurrence change configuration and marking of current

net:(RΓ,M)
r j→ (RΓ′ ,M′

), M[r j > M
′
).

The accessible state graph of a netRN =< Γ,M > is the labeled directed graph whose nodes are the states and
whose arcs which is labeled with events of RN are of two kinds: a) firing of a enabled event e j ∈ E(M): arcs from
state (RΓ,M) to state(RΓ,M

′
) labeled with evente j then this event can fire in the net configuration RΓ at marking M

and leads to new marking M
′
: (RΓ,M)

e j→ (RΓ′ ,M′
)⇔ (RΓ = RΓ′ and M[e j > M

′
in RΓ); b) change configuration:
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arcs from state (RΓ,M) to state( RΓ′ ,M′
) labeled with rewriting rule r j :(RΓL,ML)� (RΓW ,MW ) which represent

the change configuration of current RN net: (RΓ,M)
e j→ (RΓ′ ,M′

) and M[r j > M
′
.

Figure 1: Translation of (a) DERΓ1in RN1 and (b) DERΓ2 in RN2

Let we consider the RN1 given by the following descriptive expression:DERΓ1 = p1|r1 p2 ∨DE
′
RΓ1, DE

′
RΓ1 =

(p2 · p5)|t1 p3|t2 p4|t3(p1♦p5), M0 = (5p1,1p5), gr(r1,M) = (m1 = 3)&(m5 = 0) and r1 : DERΓ1 � DERΓ2. Also,
for r j is required to identify if RNL belong the RΓ. Upon firing, the enabled events or rewriting rule modify the
current marking and/or and modify the structure and current marking of net RN1 in RN2 given by: DERΓ2 =
p1|t1 p2 ∨DE

′
RΓ2, DE

′
RΓ2 = (p2 · p6)|t2 p3(|t3 p4|t4 p5 ∨ |t5 p5|r2(p1♦p6)), M = (1p1,3p2,1p3), gr(r2,M) = (m1 =

4)&(m5 = 1), r2 = r−1
1 : DERΓ2 �DERΓ1.

Figure 1 show the translation of DERΓ1 in RN1 and DERΓ2 in RN2, respectively.

5 Dynamic Rewriting Timed Petri Nets

Systems are described in timed PN (TPN) as interactions of components that can performed a set of activities
associated with events. An event e = (α,θ), where α ∈ E is the type of the activity (action name), and θ is the
firing delay.

A descriptive dynamic rewriting TPN as a RTN =< RN,θ >, where: RN =< Γ,R,φ ,Gtr,Gr,M >, Γ =<
P,T,Pre,Post,Test, Inh,G,Pri,Kp, l > (see Definition 2 and 3) with set of events E which can be partitioned into
a set E0 of immediate events and a set Eτ of timed events E = E0 *Eτ . The immediate event is drawn as a thin
bar and timed event is drawn as a black rectangle for transition or a two embedded empty rectangle for rewriting
rules, and Pri(E0) > Pri(Eτ) ; θ : E×N|P| → R+ is the weight function that maps events onto real numbers R+
(delays or weight speeds). Its can be marking dependent. The delays θ(ek,M) = dk(M)defining the events firing
parameters governing its duration for each timed events of Eτ . If several timed events are enabled concurrently
e j ∈ E(M) for e j ∈ •pi = ∀e j ∈ E : Pre(pi,e j) > 0 , either in competition or independently, we assume that a race
race competition condition exists between them. The evolution of the model will determine whether the other
timed events have been aborted or simply interrupted by the resulting state change. The θ(ej,M) = wj(M) is
weight speeds of immediate events e j∈E0 . If several enabled immediate events are scheduled to fire at the same
time in vanishing marking M with the weight speeds, and the probability to enabled immediate event ej can fire is:
qi(M) = w(e j,M)/∑el∈(E(M)&•pi) w(e j,M) ,where E(M) is the set of enabled events in M. An immediate events
e j ∈ T0 has a zero firing time.

6 P Systems and Descriptive Timed Membrane Petri Nets

Here we give a brief review of P systems and its encoding with DM-nets. The main components of P systems
are membrane structures consisting of membranes hierarchically embedded in the outermost skin membrane. A
full guide for P systems can be referred to [3]. In general, a basic evolution-communication P system with active
membranes (of degree n≥ 0) is Π = (O,H,μ ,Ω,(ρ,π)), where: O is the alphabets of objects; H is a finite set of
labels for membranes;μ is a membrane structure consisting of n membranes labeled with elements h in H;Ω is the
configuration, that is a mapping from membranes of Π(nodes in μ) to multisets of objects ωk ∈Ω,k = 1, , |Ω|, from
O;ρ and π is respectively the set off developmental rules ρh and πhits priorities , h = 0,1, ,n−1. Thus the can be
of two forms of rules: a) the object rules (OR), i.e., evolving and communication rules concerning the objects; b)
the membranes rules (MR), i.e., the rules about the structural modification of membranes.

Here we define DM-Nets for encoding of P systems mentioned above into descriptive dynamic rewriting TPN
as a RTN. The basis for DM-Nets is a membrane RTN that is DE net structure comprise: places; transitions;
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weighed directed arcs from places to transitions and vice-versa; a capacity for each place; weighed inhibitory and
test arcs; priority and guard function of transitions.

The DM−nets of degree n≥ 0 is a construct DM = ∨n−1
h=0[hDEh]h , where DEh is the descriptive expression of

RTNh that represent the configuration of membrane [h ]h in a P system Π.
Consider the P system Π.The encoding of Π into RTNΠ is decomposed into two separate steps. First, for every

membrane [h ]h we associate: to each object ωi ∈Ω one place ph,i = [hm0
i pi]h labeled as ωi with the initial marking

m0
i , and to each rule ρh, j ∈ ρ one event eh, j = [he j]h labeled as ρh, j that acts on the this membrane. Second, for

every membrane [h ]h we define the DEh of RTNh that it correspond to the initial configuration of the P system Π
as [hDEh]h.

Let u,v , and u′ ,v′ , is a multiset of objects. The evolving object rule ρh′ , j : [h[h′u → v]h′ ]h with multi-
set of objects u,v , which will be kept in membrane [h]h is encoded as [h[h′ pu|t j pv]h′ ]h . The antiport rule

ρh′ , j : [hu[h′ v]h′ ]h → [hv
′
[h′u

′
]h′ ]h , that realize a synchronized wich object c the exchange of objects, is encoded

as [h[h′ (pu · pv · p̃c)|t j(pu′ ♦pv′ )]h′ ]h. Also, the symport rule ρh′ ,k : [hu[h′ ]h′ ]h → [h[h′u
′
]h′ ]h that move objects from

inside to outside a membrane, or vice-versa is encoded as [h[h′ (pu · p̃c)|tk pu′ ]h′ ]h.
Because a configuration mean both a membrane structure and the associated multisets, we need rules for

processing membranes and multisets of objects as:
MR = Change,Dissolve,Create,Divide,Merge,Separate,Move.
The above membrane rewriting rules (realized by the rewriting events in DE) are defined as follows:
Changerewriting rule [h[h′ (DEh′ ,Mh′ )]h′ ]h � [h[h′ (DE

′
h′ ,M

′
h′ )]h′ ]h that in runtime the current structure and the

multisets of objects to membrane h, encoded by descriptive expression DEh′ and marking Mh′ is changed in a new

structure DE
′
h′ with new marking M

′
h′ ;

Dissolve rewriting rule [h(DEh,Mh)[h′ (DEh′ ,Mh′ )]h′ ]h � [h(DEh,M
′
h)]h that the objects and sub-membranes of

membrane h
′
now belong to its parent membrane h , the skin membrane cannot be dissolved;

Create rewriting rule [h(DEh,Mh)]h � [h(DE
′
h,M

′
h)[h′ (DE

′′
h′ ,M

′′
h′ )]h′ ]h with Mh = M

′
h + M

′′
h′ that the new mem-

brane h
′
is created and M

′′
h′ are added into membrane h

′
, the rest remain in the parent membrane h; Divide rewriting

rule [h(DEh,Mh)]h � [h[h′ (DEh,Mh)]h′ [h′′ (DEh,Mh)]h′′ ]hthat the objects and sub- membranes are reproduced and

added into membrane h
′

and membrane h
′′

, respectively;
Merge rewriting rule that the objects of membrane h

′
and h

′′
are added to a new membrane h is:

[h[h′ (DE
′
h′ ,Mh′ )]h′ [h′′ (DE

′′
h′′ ,M

′′
h′′ )]h′′ ]h � [h(DE

′
h′ ∨DE

′′
h′′ ,Mh′ +M

′′
h′′ )]h;

Separate rewriting rule is the counterpart of Merge is done by a rewriting rule of the form �[h(DE
′
h′ ∨

DE
′′
h′′ ,Mh′ + M

′′
h′′ )]h � [h[h′ (DE

′
h′ ,Mh′ )]h′ [h′′ (DE

′′
h′′ ,M

′′
h′′ )]h′′ ]h with the meaning that the content of membrane h

is split into two membranes, with labels h
′

and h
′′

.
Moverewriting rule where a membrane h

′′
can be moved out or moved into a membrane h

′
as a whole is:

[h[h′ (DEh′ ,Mh′ )[h′′ (DE
′′
h′′ ,M

′′
h′′ )]h′′ ]h′ ]h � [h[h′ (DEh′ ,Mh′ )]h′ [h′′ (DE

′′
h′′ ,M

′′
h′′ )]h′′ ]h or

[h[h′ (DEh′ ,Mh′ )]h′ [h′′ (DE
′′
h′′ ,M

′′
h′′ )]h′′ ]h � [h[h′ (DEh′ ,Mh′ )[h′′ (DE

′′
h′′ ,M

′′
h′′ )]h′′ ]h′ ]h.

Thus, using the DM−Nets facilitates a compact and flexible specification to visual simulate of P systems
with dynamic rewriting TPN nets that permit the verification of the its many useful behavioral properties such
as reachability, boundedness, liveness, terminating, etc., and the performance evaluation of parallel computing
models.

7 Summary and Conclusions

In this paper we have proposed an approach to the performance modeling of the behaviour of P-systems through
a class of Petri nets, called Descriptive Membrane Timed PN (DM-nets). Based upon the introduction of a set
of descriptive composition operation and rewriting rules attached with transitions for the creation of dynamic
rewriting TPN, the membrane structure can be successfully encoded as a membrane descriptive rewriting timed
Petri nets models which permit the description the behavioral state based process run-time structure change of
P systems. We are currently developing a software visual simulator with a friendly interface for verifying and
performance evaluation of descriptive rewriting TPN models and DM-nets.
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Deriving DNA Public Keys from Blood Analysis

Tatiana Hodorogea, Mircea-Florin Vaida

Abstract: In this work we consider a technical process for protecting medical information
and other data assets using a technique of deriving DNA public keys from blood analysis.
A DNA encryption technique is further developed here in which a personŠs medical data
is encrypted in DNA strands based on the central dogma of molecular biology. Protection is
enhanced by using the patient’s own blood mineral levels as a seed for selecting, transmitting,
and recovering that personŠs public key.

Keywords: Security, DNA Public Keys, Cryptography, Genetic code

1 Introduction

Why we need security? That question involves many elements or we may consider only a technical process
to increase the life security? A strong connection can be established between the material and spiritual life based
on information, [17]. The topic of information security is very broad Ű involving issues ranging from physical
protection of computer infrastructures to maintaining the privacy of individuals. As our society progresses into the
information age, everyone from citizens to business and governmental institutions is becoming aware of the urgent
need to prevent the exploitation of personal data, including medical records, [16]. In this work we consider a
technical process for protecting medical information and other data assets using a technique of DNA cryptography
further developed here. The personŠs data is protected using his own blood mineral levels as a seed for selecting,
transmitting, and recovering that personŠs public key. As we know that the management of public keys remains a
challenge, we will use a mechanism to generate the public key considering the specific individual blood analysis.

2 Hiding in DNA

According to Wikipedia ŞComputer security is a field of computer science concerned with the control of risks
related to computer use.Ť Common use of the term Şcomputer securityŤ refers to several very important aspects
of any computer-related system: confidentiality, integrity, availability, and authentication, [4]. Essential parts of
what we may call data security, specifically confidentiality and authentication, are achieved using cryptography,
[9], which has a long and fascinating history. The most complete non-technical account of the subject is David
KahnŠs book, The Codebreakers. Public Key Cryptography is one set of cryptographic techniques for providing
confidentiality, preventing data compromise, detecting alteration of data and verifying its authenticity, [11]. Recent
research considers the use of the Human genome in cryptography. In 2000, the Junior Nobel Prize was awarded to
a young Romanian-American student, Viviana Risca, for her work in DNA cryptography.

2.1 DNA Cryptography

A DNA encoded message is first camouflaged within the enormous complexity of human genomic DNA, and
then further concealed by confining this sample to a microdot. A prototypical Śsecret messageŠ DNA strand
contains an encoded message flanked by polymerase chain reaction (PCR) primer sequences (Fig. 1).To encode
data characters in DNA, triplets were used in a simple substitution cipher (Fig. 2). Denatured human DNA provides
a very complex background for concealing secret-message.

Figure 1: DNA coder, [13]

Viviana knowing both the secret-message DNA, PCR primer sequences and the encryption key could readily
amplify the DNA and then she proposed a mechanism to read and decode the message, [13]. Use of the encryption
key (Fig. 2) to decode the resultant DNA sequence (Fig. 3) yielded the encoded text, containing probably the most
significant secret of the dawn of the microdot era: ŞJune 6 invasion: NormandyŤ, (Fig. 3).
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Figure 2: Key used to encode a message in DNA, [13]

Figure 3: June 6 invasion, [13]

We propose to encode the medical records of an individual in DNA data strand flanked by unique primer
sequences, which we obtain in the process of deriving DNA Public Key from blood analysis. The specific minerals
and the deviation from the normal values are considered as a first step. To improve the security mechanism primers
from the synergetic minerals or other special primers are able to be used to change the original minerals primers.
We then mix it among other decoy DNA strands that will together be sent to a receiver through a public channel.

2.2 Biological principles

DNA is a Genetic Program? This is a Rupert Sheldrake question, theoretical biologist that extends the Jung
concepts from the collective human level to the biological, mineral, etc. levels, generally to the whole universe,
[14]. August WeismannŠs theory of the germ-plasma (end of 19th century) is the ancestor of the present idea
of genetic programming. The genetic program is assumed to be identical with DNA, the genetic chemical. The
genetic information is coded in DNA and this code forms the genetic program. The central dogma of the molecular
biology is illustrated in (Fig. 4). A DNA segment that constitutes a gene is read, starting from the promoter
(starting position) of the DNA segment. The non-coding areas (intron) are removed according to certain tags
remain coding areas (extron) are rejoined and caped. Then the sequence is transcribed into a single stranded
sequence of mRNA (messenger RNA). The mRNA moves from the nucleus into the cytoplasm. In chromosomes,
DNA acts as a template for the synthesis of RNA in a process called transcription. RNA Synthesis and Processing
in the transcription and the splicing steps, introns are cut out, and extrons are kept to form mRNA, which will
perform the translation work, [1].

Figure 4: Central Dogma of Molecular Biology

In the translation process, codons are translated into the amino acids according to the genetic code. The introns
are characterized by their starting and ending codes, which makes determining their location relatively easy. The
DNA form of information is scanned by the Sender to find the locations of the introns; which he then records. He
cuts out the introns according to the specified pattern, so that the DNA form of data is translated into its mRNA
form, which then translates into protein form of data according to the genetic code table (61 codons to 20 amino
acids).The protein form of data can be then transferred to the Recipient.The starting and pattern codes of the
introns, their locations (or offsets), the removed introns, and the codon-amino acids mapping of the protein, are
the keys to decrypt the protein form of data, and they can be transferred to the Recipient through a secure channel.
When the protein form of data and the keys are received, the recipient identifies the secret data-carrying DNA
strand using the program that associates the nucleotide sequence, with a specific mineral level based on the blood
analysis of the individual. The Recipient obtains the unique primer sequences that mark the beginning and the
end of the secret data DNA strand hidden among the decoy strands and using the information conversion program,
reads the medical record of the individual.
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3 Public Key Infrastructure (PKI) with DNA Cryptography

Introducing DNA cryptography into the common PKI scenario, it is possible to follow the pattern of PKI, while
also exploiting the inherent massively-parallel computing properties of DNA bonding to perform the encryption
and decryption of the public and private keys. The resulting encryption algorithm used in the transaction is much
more complex than the one used by conventional encryption methods, [5]. To put this into terms of the common
Stefani and Otto description of secure data transmission and reception, they are basing their argument of DNA
cryptography on Otto providing Stefani his public key which will constitute each unique blood analysis and Stefani
will use it to send an encryptedmessage to him (Fig. 5), [7]. A potential eavesdropper, Rya, will have a formidable
amount of work to perform to attempt decryption of the transmission compared to either Stefani or Otto. Public key
encryption splits the key up into a public key for encryption and a secret key for decryption, [6]. It’s impractical to
determine the secret key from the public key. Otto generates a pair of keys and tells everyone his public key, while
only he knows his secret key.

Figure 5: Public Key Encryption

Anyone can use Otto’s public key to send him an encrypted message, but only Otto knows the secret key to
decrypt it. This asymmetric scheme allows Stefani and Otto to communicate in secret without having to physically
meet, unlike symmetric key encryption methods, [2]. A prototypical Śsecret messageŠ DNA strand contains
an encoded message flanked by primer sequences. The intended recipient identifies the secret data-carrying DNA
strand using the program that associates the nucleotide sequence with the specific mineral levels from the particular
individualŠs blood analysis. He then obtains the unique primer sequences that mark the beginning and the end of
secret data DNA strand hidden among the decoy strands. In this last step, he uses the information conversion
program and reads the medical record of the individual. The DNA form of information, D, has length n, and is
composed of k introns having average length m, thus, the mRNA form of information, DŠ has length: n-k*m. If
Rya, an eavesdropper, can listen to Otto and StefaniŠs communication and tries brute force attack, it would be a
very expensive computational problem for her. Since in the protein-to-mRNA step there are 61 coding codons and
only 20 amino acids, in average there are 3 codons to be mapped onto the same amino acid. Such a brute force
attack method could be impossible for Rya.

3.1 The Technique of Deriving DNA Public Keys from Blood Analysis

Etienne Guillé identified the nucleotides sequences that correspond to some minerals. As an example the Gold
sequence is GA AT AG AC GC AA and is associated to the Sun as a correspondent planet [3]. The minerals are
able to influence the DNA by conformational changes and also by activating or inhibit coding DNA sequences,
Figure 6, (Gold ŰAu, Fe-Iron).

Figure 6: Mineral-nucleotide correspondence table

As blood analysis results are specific for each person Figure 7, we can associate to a mineral such as Calcium,
from the medical result, based on its concentration level a nucleotide sequence.This nucleotide sequence based on
the medical results of the specific person will constitute the unique primer sequences. However, as we generate a
sequence for calcium, an intruder knowing the calcium level could possibly discover the nucleotide sequence.

Figure 7: Example blood mineral analysis table



Deriving DNA Public Keys from Blood Analysis 265

Therefore, as an additional layer of security, we propose to associate each mineral with a corresponding mineral
Ű which we will call here, a synergetic mineral pair Ű for example, Ca-Fe, Figure 8, or other special mineral
established by the encryption process. Then, we will substitute the nucleotide sequence for calcium with that
of iron. For our purposes, this step serves as an intermediate substitution table for increased obscurity. Thus a
personŠs data-carrying DNA strand will be flanked by primer sequences unique to that individual. We will do the
association in such way that from every most recent blood analysis result, a new primer sequence will be generated.
After generating the unique primer sequence n-base primer will result.

Figure 8: Paired mineral table

As we know that the management of public keys remains a challenge, we will use each unique blood analysis
as the basis for a public key. The medical results will be of no use to an unauthorized person, and for an intruder,
it would prove extremely difficult to read and detect the DNA strand that contains the medical history of a person,
without knowing the specific unique primer sequences of the specific person. Performing a quick search by a
program we will get the chosen mineral (M). Considering a dedicated medical application (for alternative therapy)
developed by our research team, we consider the blood results of an individual. If the mineral level has the level
(L) witch is not corresponding to a normal level (NL) and is equal to value: L=X.YZ mmol/l. Then: 1st step:
We associate X times the nucleotide sequence corresponding to the synergetic mineral of the selected mineral
getting a sequence S1. 2nd step: In the second step, to this sequence of nucleotide S1 we add Y+Z numbers of
nucleotide from the original sequence of a synergetic mineral. Resulting sequence S will constitute the unique
primer sequence. Else: If all blood results are in a normal level we will chose a minimal encoding to generate the
unique primer sequences because this means we donŠt have anything to hide about an individual. This means we
will just associate the nucleotide sequence corresponding to a chosen mineral.

4 Encryption algorithm using minerals

The main steps of the algorithm are: Step 1: Stefani (the sender) provides Otto (the receiver) her public key
which will constitute each unique blood analysis of the specific person. Step 2: A secret DNA data strand contains
3 parts: - Secret DNA data strand in the middle - Unique primer sequences on each side Step 3: Stefani uses
the technique of deriving DNA public key from blood analysis. 3.1 In this process Stefani uses a program which
associates to a specific mineral the nucleotide sequence based on the medical results of a specific person which
will constitute the unique primer sequences. Step 4: Using an information conversion program Stefani encodes the
medical records of an individual in DNA data strand flanked by unique primer sequences and mixes it among other
decoy DNA strands. Comments: Otto will use programs that perform the reverse processes as those performed
by Stefani: simulating the transcription, splicing, and translation per the Central Dogma of Molecular Biology
(CDMB) and performing a quick search by a program we will get the chosen mineral. 4.1 According to CDMB
during the process of transcription Stefani cuts out the introns from the data-encoded DNA, resulting in Encryption
key 1. E1= starting and pattern codes of introns, rezults C1=E1(P), where P is plaintext and C is the ciphertext.
4.2 Stefani translates the resulted spliced form of the data, results Encryption key 2, E2=the codon amino acids
mapping, results C=E2(C1). 4.3 Stefani obtains the data-encoded protein after the translation process. 4.4 Stefani
sends to Otto through a public channel the keys E1 and E2. Step 5: Stefani sends to Otto through a public channel
the encoded protein form of the data. Step 6: Otto uses the key E2 to recover the mRNA form of the data from
protein form of the data. Decryption key D1=E2, results P1=D1(C).Step 7: Otto recovers the DNA form of the
data in the reverse order as Stefani encrypted it. Decryption key D2=E1, results P=D2(P1). Step 8: Otto identifies
the secret data-carrying DNA strand using the program that associates the nucleotide sequence based on the blood
to a specific mineral analysis of the particular individual. He obtains the unique primer sequences that mark the
beginning and the end of secret data DNA strand hidden among the decoy strands. Step 9: In this last step, Otto
uses the information conversion program and reads the medical record of the individual.
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5 Conclusion

A lot of similarities between the spiritual domain and the technical domain are able to be realized. Some sci-
entists are capable to understand and use the spiritual concepts, and the technical results will be more relevant,
[19]. The complexity of the universe is like the complexity of human life. Each human being a unique, under-
standing in a profound mode that and the spiritual concepts, we will be able to develop relevant technical new
solutions, including in biometrics cryptography. The software applications dedicated to different domains must
respect nowadays a lot of security elements including a modularity facility. Considering a medical dedicated ap-
plication (for alternative therapy) developed inside our research team, we try to adapt new security facilities using
DNA cryptography. The DNA technology will be used to implement security facilities for software applications,
[18]. The encryption keys available will be used considering all the possible combinations. We plan to do future
work implementing such an alternate cryptography method. Analyzing in a deeper mode some spiritual concepts
(eneagrams, tetractis, I Ching, mandalas, morphic theory, etc.) from oriental philosophy and other old civiliza-
tions, it is possible to consider special properties that are in conjunction with the cryptology domain. The trinity
is the base in the human spiritual evolution and in the DNA structure. Some associations among metals, minerals,
planets, biological and morphogenetic fields are able to offer new technical solutions in the future.
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Formalizing Peer-to-Peer Systems based on Content Addressable Network

Adrian Iftene, Gabriel Ciobanu

Abstract: Peer-to-peer systems are preferred to the centralized systems because their ar-
chitecture facilitates fault tolerance, availability, scalability and performance. In this paper
we present a formal description of the peer-to-peer system implemented with Content Ad-
dressable Network architecture. We describe this system using a variant of the distributed
π-calculus called P2P π-calculus. We define a new bisimulation for well-located systems
called go-bisimulation and give few related results.

Keywords: Peer-to-peer system, Content Addressable Network, process algebra, bisimulation.

1 Introduction

The popularity of distributed file systems continues to grow significantly in the last years, due to the success of
peer-to-peer services like Napster, Gnutella, Kazaa and Morpheus. Peer-to-peer systems offer a decentralized, self-
sustained, scalable, fault tolerant and symmetric network of machines providing an effective balancing of storage
and bandwidth resources. In this paper we refer to a peer-to-peer system completely distributed (it requires no
form of centralized control, coordination or configuration), scalable (its nodes control only a certain region which
is a part of the whole system and does not depend on the total number of nodes in the system), and fault tolerant
(it can avoid some failures).

P2P Systems:

The term Peer-to-Peer (P2P) refers to a class of systems (hardware and software) which employ distributed
resources to perform a function in a decentralized manner. Each node of such a system has the same responsibility.
Basic goals are decentralization, immediate connectivity, reduced cost of ownership and anonymity. P2P systems
are defined in [1] as "applications that take advantages of resources (storage, cycles, content, human presence)
available at the edges of the Internet". The P2P architecture can help to reduce storage system costs and allow
cost sharing by using the existing infrastructure and resources of several sites. Considering these factors, the P2P
systems could be very useful in designing the future generation of distributed file systems.

CAN:

The Content Addressable Network (CAN) provides a suitable architecture for completely distributed, scalable,
and fault-tolerant system [7]. We think that CAN can enable new communication models and applications. CAN
for is used mainly like a distributed hash table. We consider CAN as part of a virtual d-dimensional Cartesian
coordinate space. This is a logical space, and it is not related to a specific physical system. In this d-dimensional
coordinate space, two nodes are neighbours if their coordinates coincide along (d− 1) dimensions and differ in
only one dimension. The basic operations performed on a CAN are insertion and deletion of nodes. In this paper
we refer to the procedure of inserting a new node. A new node joining an existing CAN should receive its own
portion of the space. CAN Insertion starts when a new node looks for a source node which is already in CAN.
After that, the new node learns the number of CAN dimensions and generates a d-point in this space (this point
is called the destination node). A route from the source node to the destination node follows the straight path
through the Cartesian space (see the figure below). The destination node splits its zone in half, and assigns one
half to the new joining node. Finally, the neighbours of the split zone must be notified about the new node. When
a node disappears from CAN, we should ensure that its region is transferred to the remaining neighbours. In CAN
Deletion, if there is only a neighbour, it takes control of the remaining region. If there are more than one neighbour,
then the remaining region is split in smaller zones which are distributed to the neighbours according to a certain
procedure.
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Figure 1: CAN movement

2 Problem

A CAN region HP can be uniquely identified either by an associated d-dimensional hyper-parallelepiped
and by its direct neighbours HP1,HP2, ...,HPnv. A hyper-parallelepiped HP ⊆ S ⊂ Rd has the shape given by
[min1,max1]× [min2,max2]× . . . [mind ,maxd ], where S denotes the initial region associated at the whole network,
and nv represent the number of direct neighbours of the current region HP. In this d-dimensional space a hyper-
point has the form p = (p1, p2, ..., pd). From now on we use the word region to denote the associated hyper-
parallelepiped, and the word point to denote the hyper-point given by the center of a region. Whenever we want
to test if a point p is in region HP, we should test d times if pi ∈ [mini,maxi], for 1 � i � d. In this space S the
movement from a region HPc (where is the source node) to a point pdn (where is the destination node) requires a
calculation of a minimal distance from a point to a region. This distance is calculated by using the distance from
the point to the center of the corresponding region:

HPc center is given by cHPc = (maxc
1−minc

1
2 ,

maxc
2−minc

2
2 , . . . ,

maxc
d−minc

d
2 ),

and the distance is d(pdn,cHPc) =
√

(pdn
1 − cHPc

1 )2 +(pdn
2 − cHPc

2 )2 + · · ·+(pdn
d − cHPc

d )2

Let us consider that at a certain moment we are in a region HPc (where is our source node ps), and we want to
move to a region HPdn (where is our destination node). We take all the neighbours HP1,HP2, ...,HPnv of HPc, and
we calculate d(pdn,cHPi) for each of them. We move from the current region HPc to the HPmin which satisfies:
d(pdn,cHPmin) = min{d(pdn,cHPi) | 1 � i � nv}. If we have many regions satisfying this equality, then we use
the lexicographic order to select the region with greatest coordinates over the corners {(max1i,maxi2, . . . ,maxid) |
1 � i � nv} of the regions.

This is the ideal situation when we have not dead or overloaded regions on path from the source node to the
destination node. These failure regions do not respond at the identification messages, and they should be by-passed
on the way to the destination (see the figure below). This is the reason why we should relax the condition to select
always the minimal path. This new requirement is implemented by using a tabu-list which is kept in the most recent
visited nodes. A new node is selected among the points of the neighbours, excepting the nodes in the tabu-list of
the current node. The resulting paths achieved in this way are not always optimal, but these paths allow to avoid
the failure regions of the network. It is also possible that we cannot detect a path from the source node to the
destination node. This fact is expressed in our algorithm through a stop condition when after a specified number
of steps we do not reach or come closer to the destination node.

Here we present the ideal case, and we specify some additional remarks to suggest what should be done to
avoid the failure region.

3 Syntax and semantic of P2P π-calculus

Distributed π-calculus (Dπ) is an extension of the π-calculus with explicit notions for localization and code
migration [3]. In Dπ communication is local, and messages to the remote resources have a clear itinerary. We adapt
distributed π-calculus [3], and modify it by including elements specific to P2P; the resulting calculus is called P2P
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Figure 2: CAN movement when we have failure regions

π-calculus. Some elements of this new calculus are taken from a process algebra used in PEPITO1 project [2];
this part is used to describe the static aspects of the network. We use additional elements from the distributed
π-calculus to describe the dynamic part of network.

Syntax

Values and Expressions: we use a set V of values: integers, lists, and "undefined value" ⊥. We define an
evaluation over the set E of expressions by [.]:E−→ V.
Names: we assume a countable set N of simple names which is divided in set Nch = {a,b, . . .} of channel names
and set Nloc = {l,k,HP, . . .} of location names. We assume that composed names have the form a@l meaning a
channel a at location l. We use n,m,w, . . . to denote simple and composed names. Operation _@l over simple and
composed names is defined by:

n@l =
{

a@l if n = a
n if n = a@l′

Types: We have the following types of the names:
( general types ) σ ::= γ | ν | γ@λ
( channel types ) γ ::= Ch(σ1,σ2, . . .)
( location types ) λ ::= {a1 : γ1, . . . ,an : γn}

Location types λ ::= {a1 : γ1, . . . ,an : γn} are introduced in [3]. Intuitively a1, ...,an correspond to the available
channel resources, and γ1, . . . ,γn correspond to the available locations resources.

Values V v ::= 0,1,2, . . . | [ ] | ⊥ | v1 :: v2

Expressions E e ::= v | x | head(e) | tail(e)
Boolean tests B φ ::= e1 ≤ e2 | p ∈ HP
Input types G G ::= 0 | a(x̃).P | G+G
Processes P P,Q ::= G
(asynchronous out put) | ā〈x̃〉
(parallelism and restriction) | P|P | (P)\a
(de f inition and movement) | A〈ẽ〉 | go l.P
(process names generation) | (νw)P
(assignmentandconditional) | x := e | i f φ then P else Q
Systems S S ::= [l :: P] | (S|S′) | (νw)S

Table 1: Syntax of P2P π-calculus

Static and Operational Semantics

Expressions evaluation is given by:

1http://www.sics.se/pepito
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[e] :=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

v if e = v ∈ V

v if e = x and eval(x) = v
v1 if e = head(e′)∧ [e′] = v1 :: v2

v2 if e = tail(e′)∧ [e′] = v1 :: v2

⊥ otherwise

Boolean evaluation is given by:
[e1 ≤ e2] is true iff ⊥ �= [e1]≤ [e2]
[p ∈ HPc] is true iff: pi ∈ [minc

i ,maxc
i ], for all i = 1,d

Substitution of variables x̃ by values ṽ in a process P is written P[v1/x1, ...,vn/xn], and is done for all unbound
appearance of x̃ in P. The variables ṽ are bound in a(ṽ).P.

A reduction relation > is a relation over processes given by the following rules:
1. ā〈ẽ〉> ā〈ṽ〉 if [ẽ] = ṽ. 2. A〈ẽ〉> P[v1/x1, ...,vn/xn] if A(ẽ) = P, |ẽ|= |x̃|= n, [ẽ] = ṽ.
3. if φ then P else Q > P if eb(φ). 4. if φ then P else Q > Q if �eb(φ).

5. l′ :: go l.P > l :: P.

A set of actions A is defined by μ ::= τ |aṽ | āṽ with the following semantic meaning: τ represents an internal
action, aṽ represent waiting for values tuple ṽ, and āṽ represents sending a value tuple ṽ. A channel ch is associated
for each action; ch : A−→ N

⋃{⊥} is defined by ch(τ) : =⊥, ch(aṽ) : = a and ch(āṽ) : = a. Operational semantic
of P2P π-calculus is given by a transition relation→⊆ S×A×S defined by the following rules:

(IN)
a(x̃).P aṽ−→ P[v1/x1, ...,vn/xn]

if |ṽ|= |x̃| (OUT )
ā〈ṽ〉 āṽ−→ 0

(RES) P
μ−→ P′

(P)�a
μ−→ (P′)�a

if a �= ch(μ)

(COML)
P

aṽ−→ P′,Q āṽ−→ Q′

P|Q τ−→ P′|Q′ (PARL)
P

μ−→ P′

P|Q μ−→ P′|Q
(SUML)

G1
aṽ−→ P′

G1 +G2
aṽ−→ P′

(RED)P > Q,Q
μ−→ Q′

P
μ−→ Q′

Structural congruence ≡ is a standard notion of equivalence used to identify processes and systems according
to their syntactic structure [6].

4 Go-bisimulation

We use three different types of name generation: channel name generation (νa), location name generation
(νa@l) and location name generation with a specific type (ν l : λ ). We denote by (νw)P a local name w for a
located process P, and by (νw)S a local name w for a distributed system S.
l′ :: go l.P represents a movement of process P from location l′ to location l. Such a movement is used in a P2P
system with a CAN architecture when we should insert a new node. We start from an initial region HPs (where we
have the source node ps), and we generate randomly one point pdn (destination node). For every current node HPc

(initial we have HPc = HPs) we build the process expressions which describe the following steps:
1. P0(HPc) : min := c
2. Pi(HPc) : HPc :: go HPi. if (d(pdn,HPi)≤ d(pdn,HPmin)) then min := i. Q else 0,

for 1 � i � nv, where nv is the number of neighbours of current node
3. Q : if (pdn ∈ HPmin) then 0 else P0(HPmin)

The first process P0 identifies the current region on the optimal path to the destination node. The processes Pi

defines the visits to all the neighbours in order to find the minim distance to the destination node and to update the
new region of the optimal path to the destination node. The last process invokes a call of process P0 with the new
detected region as a current region on the optimal path to the destination node. The iteration ends when the region
of the destination node is detected.

When we insert a new node, the dynamics of a P2P system is mainly based on the movements from one region
to another in order to find an optimal path to the region of the new node. We denote by HP

go,p−−→ HP′ a movement
from a region HP to a region HP′ in order to find an optimal path to point p according to the procedure described
above. Moreover, we denote by HP

go,p−−→∗ HP′ a sequence of movements from HP to HP′ in order to find an
optimal path to point p if there is n > 0 such HP = HP0 go,p−−→ ·· · go,p−−→ HPn = HP′.
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Proposition 1 (Location confluence). If HPc go,p−−→∗ HP1 and HPc go,p−−→∗ HP2, and there is an optimal path to
the destination node p belonging to a region HPd , then we have HP1 go,p−−→∗ HPd and HP2 go,p−−→∗ HPd .

Proof. According to the condition imposed by step 2 of the procedure, a movement from one region to another
along an optimal path means a decreasing of the distance to point p. Hence we have d(p,HPc) > d(p,HP1) and
d(p,HPc) > d(p,HP2). We have d(p,HP)≥ 0 for every region HP, and the distances from regions HP1 and HP2

to the point p describe a descendant sequence to value 0. HP1 and HP2 are on different trajectories leading to the
region HPd where point p is located. Therefore both trajectories should end in the same region HPd .

It is possible to have problems in finding an optimal way to the destination node whenever we have some fail-
ure regions. This is mainly because we cannot find a region having a smaller distance to the destination node than
the distance from the current region. Then we select a region HPnew with a minimal d(p,HPnew) greater than the
current distance d(p,HPc). We add HPnew to the tabu-list of the current node, and we also add HPc to the tabu-list
of the new node. In this way we eliminate the possible cycles from HPnew to HPc. It is not sure that we can find a
path to the destination node. In order to avoid a never-ending process of search and movement, we impose a stop
condition after a number of steps without finding a decreasing distance to the destination node.

Definition 1 (go-LTS) A go-Labelled Transitional System go-LTS is a pair (Q,T ) composed from a set of
regions Q = {HP0,HP1, ...} and a transition relation T ⊆ (Q× Points×Q). (HP, p,HP′) ∈ T is denoted by

HP
go,p−−→ HP′.

Definition 2 (go-Bisimulation)

a. Let (Q,T ) be a go-LTS and S ⊆ (Q×Q). Then S is a go-simulation over (Q,T ) related to p if for every

HPSHP′: if HP
go,p−−→ HP1 then it exists HP′1 such that we have HP′ go,p−−→ HP′1 and HP′SHP′1. We say that

HP′ is a go-simulation for HP related to p.

b. Let B be a binary relation over Q. B is a go-bisimulation related to p if both B and B−1 are go-simulations
related to p. We say such HP and HP′ are go-bisimilar related to p, and denote HP∼p HP′, if there exist a
go-bisimulation related to p such that we have HPBHP′.

The go-simulation binary relation links the paths from two regions to a destination point. If these paths have the
same number of steps, then we have a go-bisimulation.

Proposition 2.

a. ∼p is an equivalence relation.

b. ∼p is itself a go-bisimulation related to p.

Proof. (1) An equivalence relation requires reflexivity, symmetry and transitivity.
For reflexivity, it is enough to prove that identity relation over Q, namely IdQ = {(HP,HP) | HP ∈ Q} is a
go-bisimulation related to p. Because IdQ = Id−1

Q it is enough to prove that IdQ is a go-simulation related to

p. This means that for every HP with HPIdQHP, if HP
go,p−−→ HP1 then exist HP′1 such that HP

go,p−−→ HP′1 and
HP1IdQHP′1. Of course HP′1 = HP1 satisfy both conditions.
For symmetry, we must prove that if B is a go-bisimulation, then B−1 is also a go-bisimulation. Since B is a go-
bisimulation, then we have B and B−1 are go-simulations. This is equivalent with the fact that B−1 and (B−1)−1

are go-simulations. Therefore B−1 is a go-bisimulation.
For transitivity, we must prove that if B1 and B2 are go-bisimulations, then their composition B1B2 = {(HP,HP”)|∃HP′
such that HPB1HP′ and HP′B2HP”} is also a go-bisimulation. It is enough to show that this is a go-simulation.

Let (HP,HP”)∈B1B2, and HP
go,p−−→ HP�. Since there exists HP′ such that HPB1HP′ and HP′B2HP”, then there

exists HP′� such that HP′ go,p−−→ HP′� and HP�B1HP′�, and also HP”� such that HP”
go,p−−→ HP”� and HP′�B2HP”�.

Thus (HP�,HP”�) ∈B1B2, which means that B1B2 is a go-simulation.
(2) Let be HP∼p HP′. Then from definition we have HPBHP′ for a go-bisimulation B related to p. Accordingly,

if HP
go,p−−→ HP1, then it exists HP′1 for which we have HP′ go,p−−→ HP′1, and HP1BHP′1. From this we infer that

HP1 ∼p HP′1. Thus ∼p is a go-simulation, and also its inverse is a go-simulation.
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The failure regions can evolve in time. This means that we can speak about static and dynamic failure regions.
Static failure regions which can be by-passed preserve ∼p as an equivalence relation. The dynamic failure regions
require a re-verification of the go-bisimulation. One situation is given by the nodes which previously satisfy the go-
bisimulation, but now are down and induce failure regions. Therefore we should find other regions able to preserve
the go-bisimulation relation. Another situation is when a failure region becomes active. The go-bisimulation
relation can remain the same.It is also possible that the former paths are not optimal anymore, and we could define
new go-bisimulation relations.

5 Conclusions and Future Work

In order to conclude, we can say that in this article we present a location confluence of a P2P specific architec-
ture called CAN with respect to the insertion of a new P2P node, and we define go-bisimulation using a formalism
called P2P π-calculus. We formalize the movement in an ideal P2P system. Then we describe what should be done
to avoid failure regions. This presentation is a first step in formalizing P2P systems based on CAN architecture.
We intend to extend it by adding timers in order to catch the fail situations when a node does not respond for a
certain period of time.
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General Information Dispersal Based on the Chinese Remainder Theorem

Sorin Iftene

Abstract: Information dispersal was introduced by Rabin [18] as a solution for the problem
of splitting an information into n fragments such that the information can be reconstructed
from any k fragments (1≤ k≤ n). Béguin and Cresti [2, 3] extended it to more general access
structures. In this paper we present a new general information dispersal scheme based on the
Chinese remainder theorem.

Keywords: information dispersal, secret sharing, Chinese remainder theorem

1 Introduction and Preliminaries

Information dispersal deals with splitting an information into fragments such that the information can be recon-
structed from some predetermined sets of fragments. Information dispersal was introduced by Rabin [18] for the
threshold case. In this case, only the number of fragments is important for reconstructing the information. Béguin
and Cresti [2, 3] extended it to more general access structures.

Besides the straightforward applications in the field of information storage and retrieval, information dispersal
can be used, as proposed by Krawczyk [13] and later by Béguin and Cresti [2, 3], for designing computational
secure secret sharing schemes.

The paper is organized as follows. The rest of this section is dedicated to some preliminaries on number theory,
focusing on the Chinese remainder theorem. In Section 2, after an introduction to information dispersal, we present
a new general information dispersal scheme based on the Chinese remainder theorem and we indicate how to select
the parameters of the scheme in order to obtain short fragments. In Section 3 we present the application of general
information dispersal in designing computational secure secret sharing scheme. The last section concludes the
paper.

In the rest of this section we present some basic facts on number theory. For more details, the reader is referred
to [6].

Let a,b ∈ Z, b �= 0. The quotient of integer division of a by b will be denoted by a div b and the remainder
will be denoted by a mod b.

Let a1, . . . ,an ∈ Z such that a2
1 + · · ·+a2

n �= 0. The greatest common divisor (gcd) of a1, . . . ,an will be denoted
by (a1, . . . ,an).

Let a1, . . . ,an ∈ Z such that a1 · · ·an �= 0. The least common multiple (lcm) of a1, . . . ,an will be denoted by
[a1, . . . ,an].

Let a,b,m∈Z. We say that a and b are congruent modulo m, and we use the notation a≡ b mod m, if m|(a−b).
Zm denotes the set {0,1, . . . ,m−1}.

The Chinese remainder theorem has many applications in computer science (see, for example, [9]). We only
mention its applications to the RSA decryption algorithm as proposed by Quisquater and Couvreur [17], the discrete
logarithm algorithm as proposed by Pohlig and Hellman [16], and the algorithm for recovering the secret in the
Mignotte’s threshold secret sharing scheme [14] or in the Asmuth-Bloom threshold secret sharing scheme [1].
Several versions of the Chinese remainder theorem have been proposed. The next one is called the general Chinese
remainder theorem [15]:

Theorem 1. Let k ≥ 2, m1, . . . ,mk ≥ 2, and b1, . . . ,bk ∈ Z. The system of equations⎧⎪⎨
⎪⎩

x ≡ b1 mod m1
...

x ≡ bk mod mk

has solutions in Z if and only if bi ≡ b j mod (mi,mj) for all 1≤ i, j≤ k. Moreover, if the above system of equations
has solutions in Z, then it has an unique solution in Z[m1,...,mk].

When (mi,mj) = 1, for all 1 ≤ i < j ≤ k, one gets the standard version of the Chinese remainder theorem.
Garner [11] found an efficient algorithm for this case and Fraenkel [10] extended it to the general case.
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2 General Information Dispersal Based on the Chinese Remainder Theo-
rem

We present first some basic facts about information dispersal schemes. Béguin and Cresti [2, 3] have introduced
the general information dispersal schemes.

Definition 2. Let n be an integer, n ≥ 2 and1 A ⊆ P({1,2, . . . ,n}). An A-information dispersal scheme is a
method of generating (S,(F1, . . . ,Fn)) such that for any A ∈ A, the problem of finding the element S, given the set
of elements {Fi|i ∈ A}, is "easy".

A will be referred to as the access structure, S will be referred to as the information and F1, . . . ,Fn will be
referred to as the fragments of S.

A natural condition is that an access structure A is monotone, i.e.,

(∀B ∈ P({1,2, . . . ,n}))((∃A ∈A)(A⊆ B)⇒ B ∈A).

Any monotone access structure A is well specified by the set of the minimal sets, i.e., the set

Amin = {A ∈A|(∀B ∈A\{A})(¬B⊆ A)}.

An important particular case is that of the threshold information dispersal schemes. In these schemes, only
the cardinality of the sets of fragments is important for recovering the information. More exactly, if the required
threshold is k, 1≤ k ≤ n, the minimal access structure is

Amin = {A ∈ P({1,2, . . . ,n}) | |A|= k}.

In this case, an A-information dispersal scheme will be referred to as an (k,n)-information dispersal scheme.
Threshold information dispersal schemes were introduced by Rabin [18]. We present next a simpler version of
Rabin’s threshold information dispersal scheme, as described in [3].

- The information S is chosen as the vector of the coeficients of a random polynomial P(x) of degree k− 1
over the field of the positive integers modulo a prime q, q≥ n;

- The fragments F1, . . . ,Fn are chosen as Fi = P(i), for all 1≤ i≤ n;

- Having the fragments {Fi|i ∈ A}, for some set A with |A| = k, the polynomial P(x) can be obtained using
Lagrange’s interpolation formula as

∑
i∈A

(Fi · ∏
j∈A\{i}

x− j
i− j

).

Béguin and Cresti proposed the following general information dispersal algorithm [2, 3]:

- Choose, for 1≤ i≤ n, some positive integers pi and qi such that

(∀A ∈Amin)(∑
i∈A

pi

qi
≥ 1) (1)

and let k′ = [q1, . . . ,qn] and n′ = k′ ·∑n
i=1

pi
qi

(remark that k′ ≤ n′);

- Use an (k′,n′)-threshold information dispersal scheme for constructing the fragments F ′1, . . . ,F
′
n′ corre-

sponding to the information S;

- Define the fragments F1, . . . ,Fn as Fi = {F ′j | j ∈ Pi}, where {P1, . . . ,Pn} is an arbitrary partition of the set
{1,2, . . . ,n′} such that |Pi|= k′ · pi

qi
, for all 1≤ i≤ n;

1P({1,2, . . . ,n}) is the set of all subsets of the set {1,2, . . . ,n}.
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- Having the fragments {Fi|i ∈ A}, for some minimal set A, the information S can be recovered using the
reconstruction algorithm from the (k′,n′)-threshold information dispersal scheme. Indeed, by the choice of
the fragments Fi and of the elements pi and qi, we will successively obtain that

|∪i∈A Fi| = |∪i∈A {F ′j | j ∈ Pi}|
= ∑i∈A |Pi|
= k′ ·∑i∈A

pi
qi≥ k′

and, thus, at least k′ elements from the set {F ′1, . . . ,F ′n′} can be gathered.

A possibility of choosing the elements pi and qi such that relation (1) holds is pi = 1 and qi = min({|A| | A ∈
Amin ∧ i ∈ A}). Indeed, in this case, for a minimal set A, we will obtain that qi ≤ |A|, for all i ∈ A and thus
∑i∈A

pi
qi
≥ ∑i∈A

1
|A| = 1.

We propose the following general information dispersal scheme based on the Chinese remainder theorem.

- The information S is chosen as an arbitrary positive integer such that S < minA∈Amin([{mi|i ∈ A}]) where
m1, . . . ,mn are arbitrary positive integers;

- The fragments F1, . . . ,Fn are chosen as Fi = S mod mi, for all 1≤ i≤ n;

- Having a set of fragments {Fi | i ∈ A} for some A ∈ A, the information S can be obtained as the unique
solution modulo [{mi|i ∈ A}] of the system of equations{

x ≡ Fi mod mi, i ∈ A.

Indeed, the information S is the unique solution modulo [{mi|i ∈ A}] of the above system of equations
because S is an integer solution of the system by the choice of the fragments F1, . . . ,Fn and, moreover,
S ∈ Z[{mi|i∈A}], because S < minA∈A([{mi|i ∈ A}]).

The next example illustrates this scheme.

Example 3. Let n = 4 and Amin = {{1,2},{3,4}}. Let consider m1 = 9, m2 = 16, m3 = 12, and m4 = 18. Suppose
that the information is S = 61. We obtain the fragments F1 = 7, F2 = 13, F3 = 1, and F4 = 7. If we have the first
two fragments, the information S can be obtained as the unique solution modulo 144 of the system of equations{

x ≡ 7 mod 9
x ≡ 13 mod 16

An important issue in information dispersal is the size of fragments with respect to the size of the information.
In our scheme, by finding m1, . . . ,mn, and the biggest α ≥ 1 such that

(max(m1, . . . ,mn))α < S < minA∈Amin([{mi|i ∈ A}])
we can obtain short fragments. Indeed, in this case we obtain that Fi < mi ≤ max(m1, . . . ,mn) < S

1
α and, thus2,

|Fi|< |S|
α , for all 1≤ i≤ n.

3 Computational Secure Secret Sharing

A secret sharing scheme starts with a secret and then derives from it certain shares (shadows). The secret may
be recovered only in the case of possessing a certain predetermined set of shares. The initial applications of secret
sharing were safeguarding cryptographic keys and providing shared access to strategical resources. Threshold
cryptography (see, for example, [8]) and some e-voting schemes (see, for example, [7]) are more recent applications
of the secret sharing schemes.

In the first secret sharing schemes only the number of shares was important for recovering the secret. Such
schemes have been referred to as threshold secret sharing schemes. We mention Shamir’s threshold secret shar-
ing scheme [19] based on polynomial interpolation, Blakley’s geometric threshold secret sharing scheme [5],
Mignotte’s threshold secret sharing scheme [14] and Asmuth-Bloom threshold secret sharing scheme [1], both
based on the Chinese remainder theorem. Ito, Saito, and Nishizeki [12], Benaloh and Leichter [4] give construc-
tions for more general secret sharing schemes.

2For a positive integer x, |x|= -log2(x+1)..
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Definition 4. Let n be an integer, n ≥ 2 and A ⊆ P({1,2, . . . ,n}). An A-secret sharing scheme is a method of
generating (S,(I1, . . . , In)) such that

- for any A ∈A, the problem of finding the element S, given the set {Ii | i ∈ A} is "easy";

- for any A∈P({1,2, . . . ,n})\A, the problem of finding the element S, given the set {Ii | i∈ A} is intractable.

The set A will be referred to as the authorized access structure or simply as the access structure, S will be
referred to as the secret and I1, . . . , In will be referred to as the shares (or the shadows) of S. The elements of the
set A will be referred to as the authorized access sets of the scheme.

As it can be seen from the above definition, the difference between information dispersal and secret sharing is
that in the case of information dispersal there is no restriction on the unauthorized sets.

In a perfect secret sharing scheme, the shares of any unauthorized set give no information (in information-
theoretical sense) about the secret. Krawczyk [13] proposed combining perfect threshold secret sharing schemes
with encryption and information dispersal in order to construct non-perfect threshold secret sharing schemes with
smaller shares, maintaining, in the same time, a reasonable level of security. Béguin and Cresti [2] have remarked
that this technique can be easily extended to more general access structures. We present next the technique for the
general case.

The generation of shares

- Choose an encryption function e{} and generate a random key K for it;

- Compute S = eK(S);

- Use an A-information dispersal scheme to partition the information S into n fragments F1, . . . ,Fn;

- Use a perfect A-secret sharing scheme to construct the shares K1, . . .Kn corresponding to the secret K;

- The shares Ii are chosen as Ii = (Fi,Ki), for all 1≤ i≤ n.

The reconstruction of the secret

- Having the shares {Ii|i ∈ A}, for some minimal authorized set A, the secret S can be recovered as follows:

- The information S is recovered using the reconstruction algorithm applied to {Fi|i ∈ A};
- The key K is recovered using the reconstruction algorithm applied to {Ki|i ∈ A};
- The secret S is recovered as3 S = dK(S).

4 Conclusions

We have presented a new general information dispersal scheme based on the Chinese remainder theorem. We
have also indicated how to select the parameters of the scheme in order to obtain short fragments. Finally, we have
presented the application of information dispersal in secret sharing.

An interesting open problem is to efficiently generate m1, . . . ,mn, and the biggest α ≥ 1 such that

(max(m1, . . . ,mn))α < minA∈Amin([{mi|i ∈ A}]).

We shall consider this problem in our future work.

Acknowledgements Research reported here was partially supported by the National University Research
Council of Romania under the grant CNCSIS632/2005.

3d{} represents the decryption function corresponding to e{}, i.e., the function that satisfies dK(eK(S)) = S, for any key K and any plaintext
x.
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Computational Aspects in Excitable Media. The Case of Vortex
Phenomena

Adela Ionescu, Mihai Costescu

Abstract: The turbulence phenomenon is a modern component of fluid kinematics. In this
area, the turbulent mixing is distinguished by its importance in applied engineering (including
technical, social, economic applications). The turbulent mixing is an important feature of far
from equilibrium models. Studying a mixing for a flow implies the analysis of successive
stretching and folding phenomena for its particles, the influence of parameters and initial
conditions, and also the issue of significant events - such as rare events - and their physical
mean. A comparison between two and three dimensional flows produces useful remarks.

Keywords: tendril-whorl flow, mixing, rotation, stretching

1 Introduction

The turbulence mathematical term can be defined as ”chaotic behavior of far from equilibrium systems, with
very few freedom degrees”. In this area two important theories are distinguished:

a) The transition theory from smooth laminar flows to chaotic flows, characteristic to turbulence.
b) Statistic studies of the complete turbulent systems.
The statistical idea of flow is represented by the map:
(1) x = Φt (X), with X = Φt (t = 0)(X)
We say that X is mapped in x after a time t. In the continuum mechanics the relation (1) is named flow, and it

is a diffeomorphism of class Ck.
Moreover, (1) must satisfy the relation:

(2) 0 〈J 〈∞, J = det
(

∂xi
∂Xj

)
, or J = det(DΦt(X)) ,

where D denotes the derivation with respect to the reference configuration, in this case X . The relation (2)
implies two particles, X1 andX2, which occupy the same position x at a moment. Non-topological behavior (like
break up, for example) is not allowed.

With respect to X there is defined the basic measure of deformation, the deformation gradient, F , namely:

(3) F = (�XΦt (X))T , Fi j =
(

∂xi
∂Xj

)
,

where ∇X denotes differentiation with respect to X . The basic measure for the deformation with respect to x is
the velocity gradient.

After defining the basic deformation of a material filament and the corresponding relation for the area of an
infinitesimal material surface [1,3], we can define the basic deformation measures: the length deformation λ and
surface deformation η , with the relations [1,3]:

(4) λ = (C : MM)
1
2 , η = (detF) · (C−1 : NN

) 1
2 ,

with C(= FT ·F) the Cauchy-Green deformation tensor, and the vectors M, N are the orientation versors in
length and surface respectively. The scalar form for (4), used in practice, is:

(5) λ 2 = Ci j ·Mi ·Nj, η2 = (detF) ·
(
C−1

i j ·Ni ·Nj

)
, with ∑M2

i = 1, ∑N2
j = 1.

The deformation tensor F and the associated tensors C, C−1 represent the basic quantities in the deforma-
tion analysis for the infinitesimal elements.

In the above framework the mixing concept implies the stretching and folding of the material elements.
If in an initial location P there is a material filament dX and an area element dA, the specific length and surface
deformations are given by the relations [1,3]:

(6) D(lnλ )
Dt = D : mm, D(lnη)

Dt = �v−D : nn
where D is the deformation tensor, obtained by decomposing the velocity gradient in its symmetric and non-

symmetric part [3].
We say that the flow x = Φt(X) has a good mixing if the mean values D(lnλ )/Dt and D(lnη)/Dt are not

decreasing to zero, for any initial position P and any initial orientations M and N. As the above two quantities
are bounded, the deformation efficiency can be naturally quantified. Thus, there is defined [3] the deformation
efficiency in length, eλ = eλ (X ,M, t) of the material element dX , as:
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(7) eλ = D(lnλ )/Dt

(D:D)1/2 ≤ 1,

and similarly, the deformation efficiency in surface, eη = eη(X ,N, t) of the area element dA: in the case of an
isochoric flow (the jacobian equal 1), we have:

(8) eη = D(lnη)/Dt

(D:D)1/2 ≤ 1.

2 The tendril-whorl flow. Present aims

2.1 Recent results

As shown in [2,3], two-dimensional flows increase their length by forming two basic kinds of structures:
tendrils and whorls and their combinations. The tendril-whorl flow (TW) introduced by Khakhar, Rising and
Ottino (1987) is a discontinuous succession of extensional flows and twist maps. Even the simplest case is complex
enough. The physical motivation for this flow is that locally, a velocity field can be decomposed into extension and
rotation.

In the simplest case of the TW model, the velocity field over a single period is given by its extensional part:
(9)1 vx =−ε · x,

vy = ε · y, 0 < t < Text

and its rotational part:
(9)2 vr = 0,

vθ =−ω (r) , Text < t < Text +Trot ,
where Text denotes the duration of the extensional component and Trot the duration of rotational component.
The model consists of vortices producing whorls which are periodically squeezed by the hyperbolic flow lead-

ing to the formation of tendrils, and the process repeats. The function ω(r) is positive and specifies the rate of
rotation.

In [2] it was studied the extensional part, the model (9)1 of TW model. For the solution of this model,
(10) x = X · exp(−ε ·Text) ,

y = Y · exp(ε ·Text)
the gradient deformation F and the Cauchy-Green tensors C, C−1 had quite simple forms, and therefore the

deformations in length and surface λ 2 and η2 were appropriate [2]. It was found that the expressions of the defor-
mations in length and surface are quite similar. Therefore it is important to calculate and compare the deformation
efficiencies eλ and eη . Their expressions are the following [2]:

(11) eλ = 2ε ·
(

1− 2exp(−2εText )·M2
1

exp(−2εText )·M2
1+exp(2εText )·M2

2

)
(12) eη = 2ε ·

(
1− 2exp(−2εText )·N2

2
exp(−2εText )·N2

2 +exp(2εText )·N2
1

)
where M2

1 +M2
2 = 1, N2

1 +N2
2 = 1.

2.2 Graphic analysis

For the beginning there were considered some irrational – but equal- values both for the length and surface
versors. For several moments of Text (the duration of extensional component), there were analyzed the behavior of
eλ and eη as parametric functions of time. It was found [2] that both functions have a nonlinear behavior.

For better outline this, a graphic analysis was realized. For the versor values, there were considered three
sets of values, as following:

(a) (M1,M2) = (N1,N2) =
(
− 1√

2
, 1√

2

)
; (b) (M1,M2) = (N1,N2) =

(
1√
3
,
√

2√
3

)
; (c) (M1,M2) = (N1,N2) =(

1√
5
, 2√

5

)
.

For the parameter 0〈ε〈1 there were considered two values: ε1 = 0.05, ε2 = 0.08 . Thus, the following situations
were identified:

(a1) the case (a) with ε1; (a2) the case (a) with ε2;
(b1) the case (b) with ε1; (b2) the case (b) with ε2;
(c1) the case (c) with ε1; (c2) the case (c) with ε2.

For each of the six above cases, it was calculated eλ and eη , following the formulas (13) and (14)
respectively. Let us remember that the deformation efficiencies eλ and eη are differential equations, since they are
calculated by the relations [1,4]:
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The differential equations are as following:

(a1) eλ = eη = 0.1 ·
(

1− 2·exp(−0.1·T )
exp(−0.1·T )+exp(0.1·T )

)
; (a2) eλ = eη = 1.6 ·

(
1− 2·exp(−1.6·T )

exp(−1.6·T )+exp(1.6·T )

)
;

(b1) eλ = 0.1 ·
(

1−
2
3 ·exp(−0.1·T )

1
3 ·exp(−0.1·T )+ 2

3 ·exp(0.1·T )

)
;eη = 0.1 ·

(
1−

4
3 ··exp(−0.1·T )

1
3 ·exp(0.1·T )+ 2

3 ·exp(−0.1·T )

)
;

(b2) eλ = 1.6 ·
(

1−
2
3 ·exp(−1.6·T )

1
3 exp(−1.6·T )+ 2

3 exp(1.6·T )

)
; eη = 1.6 ·

(
1−

4
3 ·exp(−1.6·T )

1
3 exp(1.6·T )+ 2

3 exp(−1.6·T )

)
;

(c1) eλ = 0.1 ·
(

1−
2
5 ·exp(−0.1·T )

1
5 ·exp(−0.1·T )+ 4

5 ·exp(0.1·T )

)
; eη = 0.1 ·

(
1−

8
5 ··exp(−0.1·T )

1
5 ·exp(0.1·T )+ 4

5 ·exp(−0.1·T )

)
;

(c2) eλ = 1.6 ·
(

1−
2
5 ·exp(−1.6·T )

1
5 exp(−1.6·T )+ 4

5 exp(1.6·T )

)
; eη = 1.6 ·

(
1−

8
5 ·exp(−1.6·T )

1
5 exp(1.6·T )+ 4

5 exp(−1.6·T )

)
.

T denotes the duration of extensional component, i.e. Text := T .

For solving these differential equations, it was applied the Maple numeric procedure Dsolve [6], obtaining in
each case a list of pairs . The index i goes from 1 to 15, for the moment, as we are not interested to give very
few values for the period Text . Only few cases contain more time period, where it was necessary to outline the
nonlinearity.

Finally, using the plot lists there were realized discrete plots with the Maple function Pointplot [ 6]. Between
the ten plots obtained, four were nonlinear. We shall expose these four plots. The semnification order is the
following: Picture1 - case a1 with eλ = eη ; Picture2- case b1 with eλ ; Picture3 - case b2 with eη ; Picture4 - case
c1 with eη .
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3 Remarks

As one can see in the pictures, in the case (b) - for ε1 the deformation efficiency in length eλ has a nonlinear
behavior and for ε2 the deformation efficiency in surface eη is negative nonlinear. In the case (c) only for ε1 we
have eη negative nonlinear. Thus, some remarks are useful for immediate aims:

1) Almost one half of cases present nonlinearities. That’s why we can say that the periodic flows, even
with a simpler mathematical model like (11), can have a nonlinear behavior.

2) It would be useful to search rare events for this model. In [1], the rare events were defined as the events
of breaking up of filaments of the aquatic algae exposed to the vortex phenomena [5]. The conclusion was that the
turbulent mixing for a 3D (no periodic!) flow can be associated to a far from equilibrium phenomena. The problem
is if the same thing can happen with periodic flows. This is a proximal aim.

3) The parameter Text can be measured in seconds, minutes or even in larger units, depending on the
context. The same fact can be found also in [1] for three dimensional flow, where the turbulence occurs at small
values of the time units, being in agreement with experiments. Therefore an analysis for larger Text would be
useful.

4) These conclusions are preliminary, as we have not exhausted all irrational cases for the length and
surface versors, all situations for the time period Text . A complete analysis for both deformations efficiencies will
come soon. Comparing to [1], this will be possible taking into account more statistical cases.
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Abstract: The informative society needs important changes in educational programs. The
informational techniques needs a reconsideration of the learning process, of the programs,
manuals structures, a reconsideration of the methods and organization forms of the didactic
activities, taking into account the computer assisted instruction and self instruction. This
paper presents a software package, which can be used as educational software. This paper
present a graphical user interface implement in C++ Builder useful for producing graphs of
mathematical functions.

Keywords: Educational software, grammar, backtrack parsing, function.

1 Introduction

In the condition of informatics society whose principal source in the social-economic development is
to produce and consumption the information, the complex and fast knowledge of the reality for rational, oppor-
tune, effective decisions is a desideratum which generate the necessity to form some superior level habituation in
information manage for the whole population.

The computers and their programs offer to the users powerful capabilities for the information manipulation:
- Image and text visualize on the screen which can be manipulate later;
- Memory storage of an important quantity of information, his accessing and selection of a part of them;
- Possibility to realize a great volume of computation;
- Possibility of equipment control and fast decisions;
- Computer based training.

This facilities offer to the microcomputers higher educational capabilities versus other technologies used in
education and provide learning controlled based on many parameters: intellectual aptitude, level of knowledge,
abilities, rhythm of work.

2 Computer based training as a didactic method

The informatics society makes sensitive modification in education programs. In this scope, the school
must prepare programmers, maintenance technicians, etc. In the same time it is necessary that the teacher make
ready to use the computer in education process.

These informational techniques impose to reorganize the contents of the education process, of the programs,
course books and manuals, to reconsider the methods and organization forms of didactic activities, which follow
to be center on individualization of the teaching process. As a method of the informational didactic, the computer-
based training is based on the programmed teaching. N. Crowder work out a new programming type: the branch
programming which is characterized by: division of the content in small steps, his successive presentation accord-
ing to the student needs and corrective feedback, use of author language. The programmed teaching consist in
information presentation in small units, logic structured, units that compose a program, the teaching program.

The user will have possibility that after each sequence to have a knowledge about the measure of understand-
ing the give information. The programmed teaching method organize the didactic action applying the cybernetic
principles to the teaching-learning-evaluating activities level, considering like a complex and dynamic system,
composed as an elements ensemble and inter-relations and develop his personal principles valid on the strategic
level in any cybernetic organization form of teaching.

On the other hand, programmed teaching assume some principles which the teaching program must respect:
- The small steps principle consists in progressive penetration, from simple to complex, in a subject content which
logic divided in simple units series lead to minimal knowledge, which later will form an ensemble. This principle
regards the subject division in contents/information units that give to user the chance to succeed in his teaching
activities;
- The principle of personal rhythm of study regard mannerism observance and capitalization of each user of the
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program which will be able to make the sequences of knowledge learning or control, in a personal rhythm appro-
priate to his psycho-intellectual development, without time limits. The user can progress in the program only if he
accomplished the respective sequence requirement;
- The active participation principle, or active behavior, regard user effort trend into selection, understanding and
applying the necessary information in elaboration of a correct answer. On each step the user is liable to an active
participation to resolve the step job;
- The principle of inverse connection, regard positive or negative inputs of user competence, refer to the success or
breakdown in task performed;
- The immediate and directly control of the task work precision with the possibility to progression to the next
sequence, in case of success;
- The repetition principle, based to the fact that the programs are based on return to the users initial knowledge.

The combined programming interposes the linear and branch sequence according to teaching necessities.
After linear and branch programming the computer aided generative teaching has appear, where the exercises are
gradually present, with different difficulty steps and answers on the students questions. The expert system consists
of self-teaching training programs, tutorial strategies, and the usage of natural language, mixed initiative and some
complex representation of knowledge usage. The simulation is a training computer programs onset characterized
by the fact that the computer is like a lab witch contains typical interactive graphical programs.

The computer based programmed teaching realize learning process with a inputs flow - the command, an
executive controlled system, an output flux - control and a control system functions which correct measure estab-
lish. In such a system have tree stages of teacher perceive: teaching, evaluating and the feedback loop closing, the
computer being present in all of tree stages.

3 Application present

The application is implemented in Borland C++ Builder 6.0, under Microsoft Windows operating system.
Consider the following grammar that generates mathematical expressions:
The axiom: S
The terminal symbols: (,), .,+,−,∗,/,∧,0,1,2,3,4,5,6,7,8,9,x,s, i,n,c,o, t,g,a,h, l,e, p,b,r,d
The nonterminal symbols: S, E, T, F, N, I, R, A, M, C
The rules :

S −→ E
E −→ T | TAE
T −→ F | FMT
F −→ x | (E) | sin(E) |cos(E) | tg(E) | ctg(E) | asin(E) | acos(E) | atg(E) | actg(E)
F −→ sh (E) | ch(E) | th(E) | cth(E) | ash(E) | ach(E) | ath(E) | ach(E)
F −→ log(E) | ln(E) | lg(E) | exp(E) | abs(E) | rad(E) | N
N −→ I.R
I −→ CI | C
R −→ CR | C
C −→ 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9
A −→ + | -
M −→ ∗ | / | ∧

The implementation of the grammar can be as follows:
typedef struct { char∗ m;

n[5];} productie;
class gramatica { private:

char a;
char∗ t;
char∗ n;
productie p[35];
int nr;

public:
gramatica(char∗ nume-fisier);
∼gramatica(){ delete [] t;delete [] n;}
char∗ terminale();
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int nr-productii(){ return nr;}
char axioma(){return a;}
char∗ prod1(int i){ return p[i].m;}
char∗ prod2(int i){ return p[i].n;}
};

Parsing is the process of analyzing an input sequence in order to determine its grammatical structure with
respect to a given formal grammar. The parsing state is: (s, i, α , β ), where:
•s is the state which can be: - q (normal state);

- b (back state);
- e (error state);
- t (true state);

•i is index in the input string;
• α is the sequence of recognized symbols and the index of used rules;
• β is the sequence of symbols which were not yet recognized.

The analyse algorithm include the next states:
•initial state: ( q, 1, ε , S );
•expansion: ( q, j, α , Aβ ) −→ ( q, j, αA1, α1β ), where A −→ α1 is the first rule of A;
•advance: ( q, j, α , aβ ) −→ ( q, j+1, αa, β ), when in the top of stack is a terminal symbol which is identical

with the current symbol of input string;
•noncoincidence: ( q, j, α , iβ ) −→ ( b, j, α , iβ ), when in the top of stack is a terminal symbol which is not

identical with the current symbol of input string;
• return:

1. (b,j, αi, β ) −→ ( b, j-1, α , iβ ), when in the top of stack is a terminal symbol;
2. (b,j, αAi, αiβ ) −→ ( q, j, αAi+1, αi+1β );
3. (b,j, αAn, αnβ ) −→ ( b, j, α , Aβ );

•failure: ( b, j, α , Sβ ) −→ ( e, j, α , Sβ );
•success: (q, n+1, α , ε) −→ (t, n+1, α , ε).

The backtrack parsing for the language generated by the grammar can be implemented as follows:
typedef struct { char s;

short i;
char a[300];
char b[30];} stare;

class automat { private:
gramatica g;
stare s;
char* w;

public:
automat(gramatica g1, char* w1);
∼automat(){delete [] w;}
stare initializare();
stare expandare();
stare avans();
stare necoincidenta();
stare revenire1();
stare revenire2();
stare revenire3();
stare esec();
stare succes();
void afis();
int exista();
int terminal(char c);
int algoritm(); };

The main application window allows, by a menu, to select an option. The "IESIRE" option is use for closing
window.
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Figure 1: The main window

The "FUNCTIA" option allows verification of correctness of input sequence and determination of reverse
polish notation. For example, if the input string is "x/(x∧2+1)" then the final state of parsing is the true state, so
the function expression is correct (Figure 2). In this notation the above expression would be: xx2∧1+/.

Figure 2: The postfix polish notation

If x is 3 and reading from left to right, this is interpreted as follows:
• Push 3 onto the stack.
• Push 3 onto the stack. The stack now contains (3, 3).
• Push 2 onto the stack. The stack now contains (3, 3, 2).
• Apply the ∧ operation: take the top two numbers off the stack and put the result back on the stack. The stack
now contains (3, 9).
• Push 1 onto the stack. It now contains (3, 9, 1). " Apply the + operation: take the top two numbers off the stack,
add them together and put the result back on the stack. The stack now contains (3, 10).
• Apply the / operation: take the top two numbers off the stack and put the result back on the stack. The stack now
contains just the number 0.3.

The "ETAPE" option allows crossing of necessary steps for graphic representation of function:
• The maximum domain for definition of function;
• Eventual symmetry or parity;
• Asymptotes;
• Continuity of the function;
• The first differential of the function; Critical points;
• The second differential of the function; Modulation points;
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• Variation table;
• The graph drawing of the function.

The "DERIVATA DE ORDINUL INTAI" option allows determination of the first differential of the function
and the critical points. For example, if the expression of the function is ”x/(x∧2+1)” then the first differential of
the function is ”(-x∧2+1)/(x∧2+1)∧2” and the critical points are: x1=-1, x2=1(Figure 3).

Figure 3: The first differential of the function

The "TRASAREA GRAFICULUI" option allows drawing of function graph. For previous function, the
graph is represent from figure 4.

Figure 4: The graph of the function

4 Summary and Conclusions

On this application, authors take into consideration the condition, which must accomplish a courseware,
being made necessary steps. So, in elaboration and utilization of this application must take into consideration next
criteria:
- To follow up the curriculum for a specific domain;
- To accomplish some teaching and learning strategy. In this kind of self-instruction and evaluation program it must
find basic notions and representation and scanning notions. Animation and graphical modeling must represent the
graphical construction way and also scanning of them;
- To exist the possibility to use parameterized variable, in conditions in which users have the possibility to input
the variables value;
- To present a method in which the user can be informed about how can use graphical module, i.e. an interaction
user-computer exist.

The presented application accomplishes these criteria, and for this we consider that is a good example of
how educational software must be realized.
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Speech Recogniton Using Quantum Signal Processing

S. Karthikeyan, S. Sasikumar

Abstract: Speech processing by computer is a major field of endeavor. Speech is one of
the natural means of exchanging information for human. The system verifies the feature
extraction for speech recognition system based on Eigen properties and some quantization
principles. It is used to find the improvement in the quality of speech recognition and to
provide an efficient and accurate mechanism to describe human speech to text. In my Paper
a new approach, QSP is proposed in which the goal of the study is to improve the accuracy.
QSP stands for Quantum Signal Processing. It is related to quantum mechanics. The mathe-
matical structure of quantum mechanics is connected to physical reality through the concept
of measurement. This approach assumes that improving the accuracy will necessarily re-
sult in improved recognition performance and ignores the manner in which the isolated word
recognition systems operate.

Keywords: quantum mechanics, concept of measurement, inner product structure, least square, Eigen decom-
position

1 Introduction

Prior to the introduction of vector quantization based word recognizer, speech recognition was based almost
entirely on Dynamic Time Warping (DTW) techniques. These DTW recognizers are limited in that they are
speaker dependent and can operate only on discrete words or phrases. The recognition technique employed in
DTW is straight forward a set of speech templates are maintained in memory for each word in the vocabulary.
These templates are based on linear predictive coding models. As a new word or phoneme is acquired and placed
in the speech queue, its features or characteristics are compared to each memory resident template one at a time. As
the acquired speech frame is compared, it is stretched or compressed in time to optimize the correlation between
the memory - resident templates and queued speech frame. As this warping process progresses, the result of the
optimized correlation is logged and the score is updated. This repeated for each template in the current vocabulary
list (Paw ate Etal, 1993).

A speaker independent, continuous recognition is possible using vector quantization. The basic concepts are
taken from the University of Leeds website explained using the weather prediction examples. The whole organiza-
tion of this project is based on the Texas Instruments, Application manual (Paw ate Etal, 1993). The mathematical
techniques and procedure for implementing the algorithms are referred from the IEEE paper (Rabiner, 1989). The
training algorithm is based on the (Jurafsky, 2002) and (Steve Young, 2001).

Speech recognition is fields in which theory can be applied to real systems to a great extend through comput-
ers/microcomputers. The complexity of the theory behind speech recognition applications may prevent us to grasp
every detail of the speech recognition methods; however there are a number of useful resources which can help
us to determine the most successful algorithms. Implementing speech recognition using a digital signal processor
is a further goal which is beyond the scope of this paper. However, the high-level programming language imple-
mentation will be realized taking the limitations of real-time signal processing into account .Additional resources,
either cited below or to be found later such as the articles in IEEE’s various journals about signal and/or speech
processing, may help us fine tune the speech recognition system.

2 Implementation of QSP

One of the fast emerging fields in electronics is Quantum signal processing .A program for caring out a re-
search on the implementation of qsp. In our project, a new approach qsp is proposed in which the goal of signal
processing to generate a sequence of features. QSP stands for quantum signal processing and it is related to quan-
tum mechanics. This approach assumes that improving the quality of speech waveform will necessarily result in
improved recognition performances and ignores the manner in which the speech recognition systems operate. QSP
is aimed at developing a new or modifying existing signal processing algorithm by borrowing from the principle
of quantum mechanics and some of its axioms and constraints. However, in contrast to such fields as quantum
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computing and quantum information theory, it does not inherently depend on the physics associated with quantum
mechanics.

3 Eigen Value of Matrices

Computing eigenvalues of matrices

Suppose that we want to compute the eigenvalues of a given matrix. If the matrix is small, we can compute
them symbolically using the characteristic polynomial. However, this is often impossible for larger matrices, in
which case we must use a numerical method.

Symbolic computations using the characteristic polynomial

An important tool for describing eigenvalues of square matrices is the characteristic polynomial: saying that
λ is an eigenvalue of A is equivalent to stating that the system of linear equations (A− λ I)v = 0 (where I is
the identity matrix) has a non-zero solution v (namely an eigenvector), and so it is equivalent to the determinant
det(A− λ I) being zero. The function p(λ ) = det(A− λ I) is a polynomial in λ since determinants are defined
as sums of products. This is the characteristic polynomial of A: the eigenvalues of a matrix are the zeros of its
characteristic polynomial.

It follows that we can compute all the eigenvalues of a matrix A by solving the equation pA(λ ) = 0. If
A is an n-by-n matrix, then pA has degree n and A can therefore have at most n eigenvalues. Conversely, the
fundamental theorem of algebra says that this equation has exactly n roots (zeroes), counted with multiplicity. All
real polynomials of odd degree have a real number as a root, so for odd n, every real matrix has at least one real
eigenvalue. In the case of a real matrix, for even and odd n, the non-real eigenvalues come in conjugate pairs. An
example of a matrix with no real eigenvalues is the 90-degree clockwise rotation:[

0 1
-1 0

]
whose characteristic polynomial is λ 2 +1 and so its eigenvalues are the pair of complex conjugates i,−i. The

associated eigenvectors are also not real.

Eigen Value Theorem

In practice eigenvalues of large matrices are not computed using the characteristic polynomial. Computing the
polynomial becomes expensive in itself, and exact (symbolic) roots of a high-degree polynomial can be difficult
to compute and express (for example the Abel-Ruffini theorem implies that they cannot be expressed simply using
nth roots. Effective numerical algorithms for approximating roots of polynomials exist, but small errors in the
eigenvalues can lead to large errors in the eigenvectors. Therefore, general algorithms to find eigenvectors and
eigenvalues, are iterative. The easiest method is the power method: we choose a random vector v and compute
Av,A2v,A3v, . . . This sequence will after normalization almost always converge to an eigenvector corresponding to
the dominant eigenvalue. This algorithm is easy, but not very useful by itself. However, popular methods such as
the QR algorithm are based on it.

Analysis

Schrödinger’s equation is a wave equation in terms of the wave function of physical variable in terms of
expectation values and it is based upon the postulates of Quantum mechanics is time dependent equation which
yields the time independent equation useful calculating the energy eigen values. It deals with ideas like uncertainty
principle. For example, the energy Eigen value of the quantum harmonic oscillator are given by:

En = (n+1/2)h̄w.

w = 2Π( f requency)

h̄ = Planck′sconstant/2Π(6.6256∗10−34 js)/2Π

n = Numbero f signalpresent.
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Lowest energy of an oscillator is obtained by n = 0 is given by the equation E0 = 1/2(h̄w). This equation is
called Ground State Energy Equation. The Zero point energy is characteristic of the quantum mechanics and it is
denoted by the equation En = (2n+1)E0, where, n = 0,1,2,3, . . .

Whenever we make a measurement on a Quantum system, the results are dictated by the wave function at the
time at which the measurement is made. It turns out that for each possible quantity we might want to measure (an
observable) there is a set of special wave functions (known as eigen functions) which will always return the same
value (an eigen value) for the observable. e.g.

EIGENFUNCTION always returns
EIGENVALUE
psi1(x, t) a1

psi2(x, t) a2

psi3(x, t) a3

psi4(x, t) a4

Etc. . . etc. . .

Where (x, t) is standard notation to remind us that the Eigen functions psin(x, t) are dependent upon position
(x) and time (t).

Even if the wave function happens not to be one of these eigen functions, it is always possible to think of it as
a unique superposition of two or more of the Eigen functions, e.g. . . Psi(x, t) = c1 ∗ psi1(x, t)+c2 ∗ psi2(x, t)+c3 ∗
psi3(x, t)+ . . . Where c1,c2, . . . are coefficients which define the composition of the state.

Consider a measurement of the position of a particle. Before the measurement is made the particle wave
function is a superposition of several position Eigen functions, each corresponding to a different possible position
for the particle, when the measurement is made the wave function collapses into one of these Eigen functions, with
a probability determined by the composition of the original superposition. One particular position will be recorded
by the measurement: the one corresponding to the Eigen function chosen by the particle.

If a further position measurement is made shortly afterwards the wave function will still be the same as when
the first measurement was made (because nothing has happened to change it), and so the same position will be
recorded. However, if a measurement of the momentum of the particle is now made, the particle wave function
will change to one of the momentum Eigen functions (which are not the same as the position Eigen functions).
Thus, if a still later measurement of the position is made, the particle will once again be in a superposition of
possible position Eigen functions, so the position recorded by the measurement will once again come down to
probability. What all this means is that one cannot know both the position and the momentum of a particle at the
same time because when you measure one quantity you randomize the value of the other.

Notation: x=position, p=momentum

Action wave function after action
Start superposition of x and/or p Eigen functions
Measure x x Eigen function = superposition of p Eigen functions
Measure x again same x Eigen function
Measure p p Eigen function = superposition of x Eigen functions
Measure x again x Eigen function (not necessarily same one as before)

4 Analysis Results

In quantum mechanics, when you take a measurement of a system with state vector (wave function) |ψ〉 where
the correspondingmeasurement operator Ô has eigenstates |n > for n = 1,2,3, . . ., and if you found one definite
result value ON then the state which the system had in this trial is consequently represented as |N >, the system may
be said having been forced or “collapsed” into the state |N〉.The case of a continuous spectrum is more problematic,
since the basis has uncountably many eigenvectors. These can be represented by a set of Delta functions. Since
the delta function is in fact not a function, and moreover, doesn’t belong to the Hilbert space of square-integrable
functions, this can causes difficulties such as singularities and infinite values. In all practical cases, the resolution
of any given measurement is finite, and therefore the continuous space may be divided into discrete segments.
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Another solution is to approximate any lab experiments by a “box” potential (which bounds the volume in which
the particle can be found, and thus ensures a countable spectrum).

Wavefunction collapse

Given any quantum state which is a superposition of eigenstates |ψ >= c1e−iE1t |1〉+c2e−iE2t |2〉+c3e−iE3t |3〉+
. . . , if we measure, for example, the energy of the system and receive En (this result is chosen randomly according
to probability given by

Pr(En) =
|An|2

∑k |Ak|2
than the system’s quantum state instantly becomes |ψ〉 = e−iE2t |2〉 so any further measurement of energy will
always yield E2.

The process in which a quantum state instantly becomes one of the eigenstates of the operator corresponding
to the measured observable (precisely which eigenstate is random, though the probabilities are determined by
the square of the amplitude with which that eigenstate contributes to the overall state) is called “collapse”, or
“wavefunction collapse”. The collapse process has no trace or corresponding mathematical description in the
mathematical formulation of quantum mechanics. Moreover, the Schrodinger equation, which determines the
evolution of the system in time, does not predict such a process, yet the process of collapse was demonstrated
in many experiments (such as the double-slit experiment). The wavefunction collapse raises serious questions of
determinism and locality, as demonstrated in the EPR paradox and later in GHZ entanglement.

There are two major approaches toward the “wavefunction collapse”. This approach was supported by Niels
Bohr and his Copenhagen interpretation which accepts the collapse as one of the elementary properties of nature
(at least, for small enough systems). According to this, there is an inherent randomness embedded in nature, and
physical observables exist only after they are measured (for example: as long as a particle’s speed isn’t measured
it doesn’t have any defined speed). This approach says that there is no collapse at all, and we only think there
is. Those who support this approach usually offer another interpretation of quantum mechanics, which avoids the
wavefunction collapse.

5 Conclusion

The system performs analysis of the various features extracted and comes out with the solution for optimizing
the speech recognition rate by adopting the methods to extract the best features.
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Collaborative Optimization in Dynamic Environments

Rodica Ioana Lung, Dan Dumitrescu

Abstract: A new evolutionary approach of dynamic environment optimization is proposed.
A evolutionary population of candidate solutions and a swarm of particles collaborate in
order to detect the moving global optimum of a problem. Mainly the EA population is used
to exploit the search space while the swarm explores the space. The algorithm is tested on
the moving peaks benchmark.

Keywords: evolutionary optimization, dynamic environments

1 Introduction

Enhancing evolutionary algorithms (EAs) with a tracking mechanism for moving optima is a realistic an nec-
essary goal in view of the dynamic character of most real world applications. Examples of such applications are
portofolio optimization, scheduling, vehicle routing, control problems. Because of their potential for adaptability,
evolutionary algorithms are considered to be performant optimization tools for dynamic problems.

Another powerful nature inspired optimization method that has been widely used is the particle swarm opti-
mization [7]. Inspired from the swarm theory it mimics the movement of a swarm in order to detect optima of a
problem.

A change in the environment is considered to be a change on the fitness landscape. It is possible for an
optimum to change its place and its value in time. The changes may occur randomly or they may follow a pattern.
Considering that in critical situations there is no way to predict the kind of change will take place, an optimization
tool should be able to adapt to random severe changes in the fitness landscape. In order to reduce the costs of the
search, it would be benefic also to be able to track moving optima when they follow a certain trail.

A new approach to optimization in dynamic environments is proposed. It is a collaborative approach that
combines the search abilities of an evolutionary algorithm and those of a particle swarm optimizer. The method
aims at enhancing the qualities of these search techniques by bringing them to collaborate. Many such collaboration
schemata can be devised. In order to illustrate the method potential in the Experimental section we focused on a
particular model.

2 Evolutionary Optimization in Dynamic Environments

When applying evolutionary algorithms to dynamic optimization problems several issues may appear. After
population convergence in a multimodal landscape it would be difficult for the optimizer to switch towards an-
other optimum located in a different area of the search space. An diversity preserving mechanism is a minimal
requirement to realize that.

It seems that one of the best method to ensure diversity within a dynamical environment is the use of multiple
populations. Such methods are the Self-Organizing Scouts [3] or the Multinational GA [10].

Another way to adapt to changing environments is to use a memory tool [11, 5, 8]. However, such a memory
tool is really useful only when optima return in previous positions. In a general situation it works like a supple-
mentary diversity preserving mechanism.

3 PSO for dynamic environments

Particle swarm optimization (PSO) was proposed by Kennedy and Eberhart [7] in 1995. It is an efficient
stochastic method of optimization inspired from particle swarm theory.

Hu and Eberhart [6] studied the behaviour of the swarm in different scenarios of adaptation to environment
dynamics. Different detection methods and responses to the changes were studied and compared. A good method
to track moving optima is to re-randomize a part of the swarm.

Blackwell and Bentley [1] imposed a diversificated structure in the swarm by charging particles and thus
enlarging the area that can be ’covered’ by the swarm.
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Table 1: CESO Algorithm
begin
initialize EApopulation;
evaluate EApopulation;
initialize Swarm;
evaluate Swarm;
while not termination condition do

begin
if a change is detected then reinitialize swarm; evaluate EA population and Swarm;
evolve EApopulation;
update Swarm;
evaluate EApopulation;
evaluate Swarm;
Enhance Collaborative mechanism - transmit information between populations
end;

end.

Another way to deal with moving optima is to cause each particle to reset its record of its best position as the
environment changes, to avoid making direction and velocity decisions on the basis of outdated information [4].

Branke and Blackwell proposed a combined technique that extends the single population PSO and Charged
Particle Swarm Optimization (CPSO) methods by constructing interacting multi-swarms.

A Unified PSO scheme has been proposed by Parsopoulos and Vrahatis [9]. This scheme harnesses the local
and global variant of PSO, combining their exploration and exploitation abilities.

4 Collaborative Evolutionary-Swarm Optimization

The observations in the previous sections indicate that EAs and PSO are merely complementary than competi-
tive techniques. Therefore arises the idea that they may be used together in a search process .

We suggest a collaborative approach involving an evolutionary population an a swarm that evolve in parallel
and exchange information. A new stochastic approach to dynamic optimization problems - called Collaborative
Evolutionary-Swarm Optimization (CESO) - based on this idea is proposed.

The Swarm transmits information to the EA population regarding its position. At each iteration the worst indi-
vidual in the EA population is replaced by gbest - the best particle in the swarm. This is a simple communication
method that relates the swarm to the EA population. Other collaboration protocols can be designed.

Within a dynamical environment changes in the landscape are tested by re-evaluating the best individual in
the EA population and testing its new fitness value against the old one. Everytime a change occurs the swarm is
reinitialized in order to locate the new optimum.

Changes in the fitness landscape can vary in severity. If a small change occurs, the EA population can easily
detect the new optimum. If the change is drastic, the Swarm indicates to the EA population the region of the new
optimum.

CESO algorithm is outlined in Table 1. The EA population and the Swarm are randomly generated and then
evaluated. An iteration of the algorithm is repeated until a termination condition is met. At the beginning of each
iteration a test is performed to check if a change occurred in the environment during the last iteration. If a change
did took place then the Swarm is regenerated and both populations are re-evaluated. Although this re-evaluation
seems to be costly it actually prevents the EA population to evolve according to inadequate fitness values. In this
way an iteration of the algorithm is practically saved.

The iteration continues by evolving the EA population under EA rules, i. e. applying selection and variation
operators. The Particle Swarms are changed according to their velocity [7]. After the offsprings are evaluated, a
transmission of information - generating collaboration - takes place between the EA population and the Swarm.

Remark 1. In order to emphasize the potential of the method, standard versions of both evolutionary algorithms
and particle swarms are used. EA is not endowed with any supplementary diversity preserving mechanism (other
then the in-built one of mutation) and the particle swarms velocity is computed using a constant vmax.
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Table 2: Parameter setting for the moving peaks function for the three experiments
Parameter Experiment 1 Experiment 2 Experiment 3
No of peaks 20 20 20
Dimensions 2 5 10
Search space [-100,100]2 [-100,100]5 [-100,100]10

Max peak height 10 100 100
Max peak width 1 1 1
Severity of change 0.5 1 20
Height severity 1 10 10
Width severity 1 10 10
λ 0 0 0
Base function f (x) = 0 f (x) = 0 f (x) = 0
Frequency of change 30 generations 100 generations 300 generations
Peak function cones cones cones

Table 3: Parameter setting for the algorithms
Experiment 1 Experiment 2 Experiment 3

Parameter CESDO SW CESDO SW CESDO SW
EA population size 50 - 100 - 200 -
Swarm size 50 100 100 200 200 400
No. of generations 10000 10000 90000
No. of time spans 333 100 333
Vmax 1 1 1 1 5 5
c1,c2 2,2
Selection tournament - tournament - tournament -
Recombination convex - convex - convex -
Mutation uniform - uniform - uniform -

5 Experimental results

5.1 Experimental set-up

CESO is tested using the moving peaks benchmark.
The results are compared to a PSO algorithm that resets its Pbest every time a change occurs in the landscape.

This a slight modification of the method proposed by Carlisle in [4].
CESO algorithm performs better than the simple PSO adapted to the dynamic environment. The reason is that

when severe changes occur in the landscape it is difficult for the swarm to follow the optimum. In our method the
EA population responds to the changes in the fitness landscape in a natural manner while the Swarm is regenerated
and indicates to the EA population which is the new promising region. If the changes in the fitness landscape are
minor, the EA population adapts easily. If the changes are major, the Swarm discovers the new optimum region.

Results of three experiments of varying difficulty are presented. The parameters of the function for the three
tests are given in Table 2.

The first set up is a simple two-dimensional instance of the moving peaks with small severity of change. The
second one is a 5-dimensional function and the third one is a 10 dimensional function with higher severity of
change.

The parameters used to run the algorithms are presented in Table 3.

5.2 Results

Several performance metrics to compare the working of optimizers in dynamic landscape have been used in
literature. One of them is the offline error, [2] defined as the average of all current errors, i.e. the average deviation
of the currently best individual from the optimum. The current error represents the deviation of the best individual
evaluated since the last change from the optimum.
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Figure 1: Current offline error for each time span - Experiment 1

Figure 2: Current offline error for each time span - Experiment 2

Figures 1, 2 and 3 illustrate current offline errors at each time span for the three experiments. Numerical values
for the offline errors and the corresponding standard deviation are presented in Tables 4 and 5.

We notice from the experimental results that the offline error for CESO is lower than the one for the simple
PSO.

We notice that CESO performed better in all three experiments, showing an offline error, as well as a standard
deviation of current offline errors lower than the other method.

The conclusion to be drawn is that the combined ’forces’ of the two methods (EA and PSO) work better than
just one of them (PSO).

6 Conclusions and further work

A new collaborative approach to dynamic optimization called Collaborative Evolutionary Swarm Optimization
(CESO) is proposed. Proposed technique is based on the collaboration between an EA population and a Particle
Swarm. The main purpose is to enhance the abilities of both methods by making them collaborative. Within CESO
two populations, an evolutionary population and a particle swarm evolve in parallel. Each iteration they exchange
information in order to benefit from their experiences. A simple model in which the swarm sends its gbest to the

Table 4: Averaged offline errors for Experiments 1 and 2
Experiment 1 Experiment 2

CESO SW CESO SW
Offline error 0.027949681 1.371622975 2.723038507 5.526716871
Standard deviation
of offline errors

0.077368747 1.087486472 5.043218271 8.830340234
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Figure 3: Current offline error for each time span - Experiment 3

Table 5: Averaged offline errors for Experiment 3
Experiment 3

CESO SW
Offline error 4.171086141 37.19516947
Standard deviation
of offline errors

5.443470547 22.41085032

EA population is proposed.
CESO is tested on the moving peaks benchmark. Numerical experiments indicate that CESO outperforms a

PSO enhanced with a simple adaptive mechanism for dynamic environments.
Further research will investigate new communication protocols and new collaborative models.
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A New Key Exchange Protocol

Banshider Majhi, Y Santhosh Reddy, A.K. Turuk

Abstract: Diffie-Hellman protocol is the only strong way for key exchange in modern cryp-
tography. It is widely using protocol even there are some inherent drawbacks in that. MQV
is the efficient Diffie-Hellman protocol that use public key authentication. Ephemeral keys in
the MQV protocol are insecure at the time of key exchange. Here we proposed one protocol
which uses Diffie-Hellman protocol but session keys are not exposed directly. And for many
attcks this protocol is secure than existing protocols that was proven in this paper. Security
model for the key exchange protocols also discussed here.

Keywords: Key Exchange Protocols, MQV, Universal Composability.

1 Introduction

Diffie-Hellman key exchange protocol is most powerful one in the modern cryptology. While the basic protocol
as originally proposed is believed to be secure against an eavesdropping-only attcker, the quest for an "authenti-
cated Diffie-Hellman" protocol that resists active, man-in-the-middle, attacks has resulted in innumerable ad-hoc
proposals, many of which have been broken or shown to suffer from serious weaknesses. Fortunately, with the
development of rigorous security models for key exchange these days, we are in the position to judge the security
of these protocols. Basic Diffie-Hellman key exchange protocol is discussed here.

1.1 Diffie-Hellman Key Exchange Protocol

This basic key exchange protocol is the starting point of modern cryptography. Diffie-Hellman protocol is
based on the strong mathematical assumption called Discrete Logarithm Problem (DL Problem).

Discrete Logarithm Problem (DL Problem) Given input Fq (finite field), g ∈ F∗q (generator of group) and
h ∈U F∗q, it is computationally hard to find unique integer a < q such that h = ga.

The secrecy of the agreed shared key from the Diffie-Hellman key exchange protocol is exactly the problem of
computing gab(modp) given ga and gb. This problem is called computational Diffie-Hellman problem (CDH
problem). If the CDH problem is easy, then gab(modp) can be computed from the values p,g,ga,gb, which are
transmitted as part of the protocol messages. The DL problem looks similar to taking ordinary logarithms in the
reals. But unlike logarithms in the reals where we only need approximated "solutions", the DL problem is defined
in a discrete domain where a solution must be exact.

Computational Diffie-Hellman Problem (CDH Problem) Given input Fq (finite field), g ∈ F∗q (generator of
group), ga and gb, it is computationally infeasible to find gab.

With a symmetric cryptosystem it is necessary to transfer a secret key to both communicating parties before
secure communication can begin. An important advantage that public key cryptography is the achievement of a
secure confidential channel. The first practical scheme to achieve this was proposed by Diffie and Hellman, known
as the Diffie-Hellman exponential key exchange protocol[4].

Protocol 1: The Diffie-Hellman Key Exchange Protocol[4]
Input (p,g);p is a large prime, g is a generator element in g ∈ F∗q.
Output An element in g ∈ F∗q shared between Alice and Bob.

a. Alice picks a ∈U [1, p−1); computes ga ← ga(modp); sends ga to Bob;

b. Bob picks b ∈U [1, p−1); computes gb ← gb(modp); sends gb to Alice;

c. Alice computes k← ga
b(modp);
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d. Bob computes k← gb
a(modp);

Both Alice and Bob computes the shared key gab, third person can’t compute gab from ga and gb because of CDH
problem. This is first protocol which provides security against passive attacks but man-in-the-middle attack is the
drawback. It is also insecure against active attacks.

1.2 Using Session Keys

In recent key exchange protocols session keys are using to make secure against longterm key attacks. These
ephemeral exponents destroy by the principals after communicating with other. Principals are peers which want
to share message. If these exponents are revealed, those are not useful for other sessions. MQV protocol is using
session keys which are ephemeral. There are some attacks against MQV revealed last year. MQV protocol has
been chosen by the NSA (National Security Agency) as a key exchange mechanism underlying "the next generation
cryptograpgy to protect US government information". HMQV is the another recent key exchange protocol which
adapted properties from MQV protocol but with slight change. In the original paper of HMQV author was stated
that it is secure than MQV protocol. Here we introducing one new key exchange protocol which is secure against
some attacks than any existing protocol. We used session keys to make protocol secure against longterm key
attacks.

1.3 Organization of paper

The paper is organized in the following sections: Section 2 provides the description of the model of secure
key-exchange protocols. Section 3 introduces new key exchange protocol. Section 4 provides security against
different attacks. Section 5 discusses MQV and HMQV protocols. Section 6 gives conclusion and further working
direction.

2 Security Analysis

A key-exchange (KE) protocol is run in a network of interconnected parties where each party can activated
to run an instance of the protocol called session. Within a session a party can be activated to initiate the session
or to respond to an incoming message. As a result of these activations, and according to the specification of the
protocol, the party creates and maintains a session state, generates outgoing messages, and eventually completes
the session by outputting a session key and erasing the session state. A session may also be aborted without
generating the session key. A KE session is assosiated with its holder or owner, a peer, and a session identifier
[3]. We are taking two assumptions here (i) the activation of a session at a party always specifies the name of the
intended peer; and (ii) the session identifier is a quadruple (Â, B̂,Out, In) where Â is the identity of the holder of
the session, B̂ is the peer, Out the outgoing messages in the session, and In the incoming messages. In particular,
in the case of MQV and HMQV this results in an identifier of the form (Â, B̂,X ,Y ) where X is the outgoing DH
value and Y is the incoming DH value to the session. The peer that sends the first message in a session is called
initiator and other the responder. The session (Â, B̂,X ,Y ) is matching to the session (B̂, Â,Y,X). As we know
matching sessions play a fundamental role in the definition of security.

Analysis of Attack

The attacker is modeled to capture realistic attack capabilities in open networks, including the control of com-
munication links and the access to some of the secret information used or generated in the protocol. The basic
principle is that since security breaches happen in practice, a well-designed protocol needs to confine the damage
of such breaches to a minimum. In perticular, the leakage of session-specific ephemeral secret information should
have no adverse effect on the security of any other non-matching sessions[2].
The attacker M is an active "man-in-the-middle" adversary with full control of the communication links between
parties. M can intercept and modify messages sent over links, it can delay or prevent their delivery, inject its own
messages, interleave messages from different sessions, etc. M also schedules all session activations and session-
message delivery. The attacker is allowed acess to secret information via session exposure attacks of three types:
state reveal queries, session-key queries, and party corruption.
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A state reveal query is directed at a single session while still incomplete and its result is that the attacker learns
the session state for perticular session. A session-key query can be performed against an individual session after
completion and the result is that the attacker learns the corresponding session-key. A party corruption means that
the attacker learns all information in the memory of that party (including longterm key) . Indeed, the knowledge
of the private key allows the attacker to impersonate the party. Sessions against which any one of the above attacks
is performed are called exposed. In addition, a session is also called exposed if the matching session has been
exposed.

The security of session keys generated in unexposed sessions is captured via the inability of the attacker M to
distinguish the session key of a test session, chosen by M among all complete sessions in the protocol, from a
random value. When M choses the test session it is provided with a value v which is chosen as follows: a random
bit b is tossed, if b = 0 then v is the real value of the session key, otherwise v is a random value chosen under the
same distribution of session-keys produced by the protocol but independent of the value of the real session key.
After receiving v the attacker may continue with the regular actions against the protocol: at the end of its run M

outputs a bit b′. The attacker suceeds in its distinguishing attack if (1) the test session is not exposed, and (2) the
probability that b = b′ is significantly larger than 1/2.

Security of Key Exchange A polynomial-time attacker with the above capabilities is called a KE-attacker. A
key-exchange protocol π is called secure if for all KE-attackers M running against π it holds:

a. If two uncorrupted parties complete matching sessions in a run of protocol π under attcker M then, except
for a negligible probability, the session key output in these sessions is the same.

b. M suceeds with probability not more than 1/2 plus a negligible fraction.

An important property of key-exchange protocols not captured in the above definition is perfect forward se-
crecy (PFS)[8], namely the assurance that once a session key is erased from its holders memory then the key
cannot be learned by the attcaker even if the parties are subsequently currupted.

3 New Key Exchange Protocol

In conventional Diffie-Hellman protocol ephemeral exponents are directly sending to the other party, because
of this "man-in-the-middle" attacks are easy eventhough authentication is there. And there may chance to deniable
authentication because of the no involvement of public key cryptography in basic key exchange. Here we present-
ing the protocol which exposes another view of the Diffie-Hellman protocol. Up to now primary communication
is based on only the ephemeral values. Â picks one value x in the group and send gx = X to B̂. B̂ also picks one
value y and send gy = Y to Â. After that these session values are using in the protocol and finally gets one session
key.

Here we introduces another way of Diffie-Hellman protocol. Â randomly generate one group element x and
send Bax = I to B̂ (where a is private key of Â and A is public key of Â). Similarly B̂ randomly generate one group
element y and send Aby = J to Â (where b is private key of B̂ and B is public key of B̂). The basic key exchange is
shown in Figure 1.

Â, B̂, I = Bax

Â � B̂
�

B̂, Â, J = Aby

Figure 1: The variation of Diffie-Hellman Key Exchange
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3.1 Protocol

The communication in this protocol is inherits the key exchange in Figure 1. Protocol is described in Figure 2.

Session Key Computation in New Protocol

a. Â and B̂ run Key Exchange shown Figure 1

b. Â computes d = Ĥ(Jx,B), e = Ĥ(Jx,A)

c. B̂ computes d = Ĥ(Iy,B), e = Ĥ(Iy,A)

d. Â computes tÂ = (JBae)x+d , B̂ computes tB̂ = (IAbd)y+e

e. Both Â and B̂ set session key K = H(tÂ) = H(tB̂)

Figure 2: Computation of session key K
( A and B are public keys of Â and B̂ respectively )

In above protocol two hash functions Ĥ and H are used to make secure against Key Compromise Imperson-
ation (KCI) attacks. Section 4 discusses the security analysis against various attacks.

Finally both Â and B̂ computes the same session key (it is proven with simple observation). Because of using
public keys of Â and B̂ in the computation of d and e, this protocol succeeded in deniable authentication. It is not
sending ephemeral key exponents solely (as in all other modern key exchange protocols), because of this even the
attacker know the private key of parties he can’t find the session key. Main security advantage of this protocol
is using Multiple Exponents (including private keys of the parties) in the computation of session key and both
temporary variables d and e.

Even though no security problems in this protocol there may be chance to insecure against Random Session
Key (RSK) attacks. It is because of the multiple exponents of generator g, which will not distribute session keys
uniformly in the Field. By the selection of perfect generator we can easily overcome this problem, it needs addi-
tional screening. Even one of the parties corrupted by M this protocol tends security (because of computationally
hard problem of finding N root). This is not in the scope of paper so we are avoiding to discuss. Various attacks and
security justification is discussed in next section. After that two recent key exchange protocol MQV and HMQV
are discussed in Section 5.

4 Security of Protocol

This is most suitably designed against various attacks. In Diffie-Hellman Key Exchange protocols this is the
novel direction. Even though todays key exchange protocols are very secure against different attacks, there might
be some property sacrificed. But in this New Protocol security compromise will not appear. Even it is similar
in computing d and e values as in HMQV protocol[6], it is proving Perfect Forward Secrecy (PFS). There is
no insecurity of computing d and e as constants like MQV protocol[7]. From here definitions of different attacks
and the simple security justification presented (Detailed security proofs are not presenting here). Some attacks and
validations which are Key Compromise Impersonation (KCI) attack, Unknown Key Share (UKS) attack[5],
Perfect Forward Secrecy (PFS), basic impersonation attacks, longterm public key validation [2] and disclosure
of Diffie-Hellman exponents are discussed here.

Key Compromise Impersonation (KCI) attack In case M has learned the private key a of a party Â. M can
now impersonate Â to any other party, this is called Key Compromise Impersonation attack. But even in this
situation it is disirable to prevent M from impersonating other parties to Â. this property, referred to as resistance
to KCI attcks.
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This protocol is resistance to KCI attacks because even though private key exposed session key x was not directly
sending and hashing of tÂ and tB̂ values. This is not the perfect attack for todays key exchange protocols. Assume
that attacker also knows the hash function H and ephemeral key x impersonation will not occure because of another
hash function Ĥ.

"Man-in-the-middle" attack is not discussed in this Section because all other attacks discussed here are recent
attcks than that.

Perfect Forward Secrecy (PFS) A key-exchange protocol is said to have PFS property if the leakage of the
long-term key of a party does not compromise the security of session keys established by the party and erased from
memory before the leakage occured.

Even the party was corrupted by M the session keys will not be exposed. The powerful advantage of this protocol
is it provides PFS with 2-message protocol, but no other 2-message protocol provides PFS. To make confident we
can use 3-message protocol version of this. But is is not required in practice.

Unknown Key Share (UKS) attack An unknown key share attack is perticular form of impersonation attack in
which attacker M interferes with session establishment between two honest parties Â and B̂ such that at the end of
the attack both parties compute the same session key K, yet while Â is convinced that the key is shared with B̂, B̂
believes that the peer to the session has been M.

This attack , first discovered by Diffie, van Oorschot and Wiener [8] , has become a basic attack under which
key exchange protocols are validated. This attack will occure when attacker M register the public key which is
using by the target party, but by the simple restriction on the selecting of public key will make secure aginst this
attack. For detailed discussion about UKS attack see[5]. In this protocol UKS attack is impossible because of
impersonation will not occure as explained for previous attacks. since attacker forces the same session key K to be
computed in two non-matching sessions, (Â, B̂,X ,Y ) and (B,M,Y,X), then the attacker can use former as the test
session and win the game.

4.1 Long-term public key validation

Advantage of this protocol is no need to verify the identity of the public key. Generally this verification will
done by Certification Authority (CA) at the time of the key registration. Yet, since not all CA’s will be configured
to do such tests, it is better to minimize these extra requirements from CAs. In this new protocol a dishonest party
can choose an element of order other than q as its public key and unable to cause harm any honest party.

4.2 Disclosure of Diffie-Hellman exponents

An important security requirement from Diffie-Hellman protocols is that the disclosure of the exponent of
an ephemeral DH value should not compromise the security of the session key. This protocol can withstand the
leakage of ephemeral DH exponents. This is because of we are not using x as single exponent and other one is
CDH problem.

5 MQV and HMQV Protocols

The MQV protocol [1] of Law, Menezes, Qu, Solinas and Vanstone is possibly the most efficient of all known
authenticated Diffie-Hellman protocols that use public-key authentication. The HMQV protocol is the extention
of MQV protocol with using additional hash function. MQV protocol has been widely standardized, and has been
chosen by the NSA as the key exchange mechanism underlying "the next generation cryptography to protect US
governament information" [7].
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Unfortunately MQV protocol was analyzed by the Canetti-Krawczyk model[3] of key exchange and proven
insecure against some attacks mentioned in Section 4. The small variation of MQV protocol which overcomes
those insecurities in MQV is HMQV (for details see[6]). These protocols are shown in Figure 4. Even though
HMQV is better than MQV protocol in many ways it will not purely provides Perfect Forward Security (PFS).
There is an inherent weakness in conventional Diffie-Hellman protocol is that 2-message protocols are always
not proven PFS. But in our new protocol because of multiple exponents this problem was partially rectified. But
for better performance we can use 3-message version of our protocol.

Â, B̂, X = gx

Â � B̂
�

B̂, Â, Y = gy

Figure 3: The basic Diffie-Hellman Key Exchange

Session Key Computation in MQV and HMQV protocols

a. Â and B̂ run basic Key Exchange (Figure 3)

b. Â computes tÂ = (YBe)x+da, B̂ computes tB̂ = (XAd)y+eb

c. Both Â and B̂ set session key K = H(tÂ) = H(tB̂)

MQV: d = X̄ ≡ 2l +(Xmod2l) e = Ȳ ≡ 2l +(Ymod2l) l = |q|/2.
HMQV: d = H̄(X , B̂) e = H̄(Y, Â) l = |q|/2.

Figure 4: MQV and HMQV protocols
( A and B are public keys of Â and B̂ respectively )

These two are todays most powerful key exchange protocols even though there are some drawbacks. The HMQV
protocol is not having serious security loopholes but we want to explore multiple exponents view of Diffie-Hellman
key exchange so we carefully designed new protocol. Finally our protocol provides all security goals including
PFS.

We did not discussed much about security proofs of our new protocol. Upto now we did not found any loopholes
in this new protocol except PFS of 2-message protocols is inherently weak.

6 Conclusion

In this paper we introduced new key exchange protocol which is better in the performance compared with most
todays keyexchange protocols. Here deep discussion about security proofs of our protocol was omitted. These
security proofs will be our future work.

Even though this new protocol provides security the computational complexity and efficiency are not sacrificed.
We are believing this protocol will open new directions in key exchange protocols. In future game of attack against
this protocol should be developed and universal composability will be checked.
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Proceedings of ICCCC 2006, Băile Felix - Oradea, Romania
pp. 308-312

On the Use of Genetic Algorithms in Molecular Modeling

Annamaria Mesaros

Abstract: Molecular modeling is used in different research areas, nowadays combining
chemistry, physics and engineering. In generating molecular data, quantum mechanics stands
for the mathematical formalism in determining the minimum energy conformation. For em-
pirically methods to solve the problems of conformational search, different optimization tech-
niques can be used. The genetic algorithms are powerful engineering tools that provide par-
allel processing of information. Genetic algorithms can be successfully used in searching
a minimum energy conformation of a polyatomic molecule, as long as the potential energy
of the molecule is properly expressed for such a solving manner. The algorithm reduces
to searching for an optimal minimum on a hypersurface depending on the variables of the
studied molecule.

1 Introduction

Molecular modeling is a general term that covers a wide range of molecular graphics and computational chem-
istry techniques used to build, display, manipulate, simulate, and analyze molecular structures and to calculate
properties of these structures. Molecular modeling is used in several different research areas in physics and chem-
istry. Computational chemistry/molecular modeling is the science of representing molecular structures numerically
and simulating their behavior with the equations of quantum and classical physics. Computational chemistry pro-
grams allow scientists to generate and present molecular data including geometries, energies, electronic properties,
and spectroscopic properties.

2 Quantum mechanics

Quantum mechanics is one of the oldest mathematical formalisms of theoretical chemistry. It uses the physical
constants such as the velocity of light, values for the masses and charges of nuclear particles and differential
equations to directly calculate molecular properties and geometries. This formalism is referred to as ab initio (first
principle) quantum mechanics. The equation from which molecular properties can be derived is the Schrödinger
equation:

HΨ = EΨ (1)

where E is energy of the system relative to one in which all atomic particles are separated to infinite distances, Ψ is
the wavefunction which defines the cartesian and spin coordinates of the atomic particles and H is the Hamiltonian
operator which includes terms for potential and kinetic energy. The Schrödinger equation can be solved only
for very small molecules such as hydrogen and helium, while for polyatomic systems approximations must be
introduced.

The first approximation assumes that nuclei are much heavier than electrons and move much more slowly, so
that molecular systems can be viewed as electrons moving in a field of fixed nuclei. This is the Born-Oppenheimer
approximation. Solutions to the Schrödinger equation using this assumption lead to values of effective electronic
energy, which are dependent on relative nuclear coordinates. As the nuclei are moved to new coordinates and
molecular energies are re-calculated, a quantitative description of molecular energy is derived. This description
relates energy to geometry and is referred to as the potential energy surface for the molecule. The lowest point on
this surface with respect to energy is the ground state energy and its associated geometry for the molecule.

A second approximation, Hartree-Fock assumes that the energy of a set of molecular orbitals can be derived
from the basis set functions, which are used to define each orbital and a set of adjustable coefficients, which are
used to minimize the energy of the system. The energy calculation becomes solving a set of (NXN) matrices
to obtain optimal values for the orbital coefficients. Since this calculation requires a value for the coefficients in
order to solve the equations, an iterative process is used in which an initial guess for the value of the coefficients is
progressively refined until it provides consistent values.
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3 Molecular mechanics

Molecular mechanics attempts to reproduce molecular geometries, energies and other features by adjusting
bond lengths, bond angles and torsion angles to equilibrium values that are dependent on the hybridization of an
atom and its bonding scheme. The method relies on the laws of classical Newtonian physics and experimentally
derived parameters to calculate geometry as a function of energy. The general form of the force field equation is:

Epot = ∑Ebnd +∑Eang +∑Etor +∑Enb +∑Eel (2)

Epot is the total energy, which is defined as the difference in energy between a real molecule and an ideal molecule.
Ebnd is the energy resulting from deforming a bond length from its natural value; Eang is the energy resulting
from deforming a bond angle from its natural value. Etor is the energy that results from deforming the torsion or
dihedral angle. Enb is the energy arising from non-bonded interactions and Eel is the electrostatic energy, arising
from coulombic forces.

The manner in which the terms from eq. 2 are utilized is referred to as the functional form of the force field. The
force constants and equilibrium values used to express these forces are atomic parameters that are experimentally
derived using ab initio calculations on a given class of molecules. The energy of the atoms in a molecule is
calculated and minimized using a variety of directional derivative techniques.
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Figure 1: Elements of the force field equation in a molecule

Different methods are used to calculate the energy of a compound in a specific 3D orientation and to optimize
the geometry as a function of energy (adjust the coordinates of each of the atoms and recompute the energy of the
molecule until a minimum energy is obtained). Coupled with other numerical techniques, they also can be used
to simulate the time-dependent behavior of molecules (molecular dynamics) and explore their conformational
flexibility (conformational search).

4 Genetic algorithms

A genetic algorithm (GA) is a programming technique that mimics biological evolution as a problem-solving
strategy. Given a specific problem to solve, the input to the GA is a set of potential solutions to that problem,
encoded in some fashion, and a metric called fitness function that allows each candidate to be quantitatively evalu-
ated. The GA evaluates each candidate according to the fitness function. Some candidates are kept and allowed to
reproduce. Multiple copies are made of them, with random changes introduced during the copying process. These
offspring then go on to the next generation, forming a new pool of candidate solutions, and are further evaluated.
The process repeats, the expectation is that the average fitness of the population will increase each round, and so by
repeating this process for hundreds or thousands of rounds, very good solutions to the problem can be discovered.

There are many different techniques that a genetic algorithm can use to select the individuals to be copied
over into the next generation. The most common methods are elitist selection, fitness-proportionate selection,
scaling selection, generational selection, and rank selection. Once selection has chosen fit individuals, they must
be randomly altered.
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One of the qualities of genetic algorithms is that GAs know nothing about the problems they are deployed to
solve. Instead of using previously known domain-specific information to guide each step and making changes with
a specific eye towards improvement, as human designers do, they are "blind watchmakers"; they make random
changes to their candidate solutions and then use the fitness function to determine whether those changes produce
an improvement.
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Figure 2: The three methods used by GA to obtain a new generation. Replication - the chromosome is not altered.
Crossover - combines the characteristics of two chromosomes. Mutation - Each bit has a certain probability to
change from 0 to 1 and vice-versa

5 Molecular conformation search using genetic algorithms

The potential energy cost for changing the bond length in a molecule has a minimum at the equilibrium value.
We take as example a simple triatomic molecule, such as CO2, confined to move along a straight line. The molecule
consists of three atoms, A-B-C, as presented in figure 3.
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Figure 3: The simplified structure of a CO2 molecule

Each of the two bonds can be described by a Morse interaction potential as in equations 3 and 4.

VAB = dAB(e−2aAB(r−bAB)−2e−aAB(r−bAB)) (3)

VBC = dBC(e−2aBC(r−bBC)−2e−aBC(r−bBC)) (4)

The parameters in these equations are dAB, dBC - the potential well depth in eV, aAB,aBC - the decay length of
potential in 1/Å, and bAB, bBC - the equilibrium bond length in Å. The total potential energy of the molecule is:

V (rAB,rBC) = VAB(rAB)+VBC(rBC) (5)

By evaluating this function for a CO2 molecule, we obtain the energy contour plot and energy surface plot in
figure 4.

This is rather a simple surface for using genetic algorithms in solving for a minimum energy state, but it will
be used as an example for implementing a GA in molecular modeling. The fitness function for the GA formulation
problem is the potential function of the molecule, with two independent variables: the interatomic distances within
the molecule. The structure of the CO2 molecule is linear, thus we do not introduce any variable related to bending.
For a double vector type population of size 20 and a uniform creation function, the GA parameter choices were:
rank scaling function, gaussian mutation, two-point crossover. Figure 4 presents the fitness value for one generation
of individuals and a fragment of the genealogy illustrating the combinations of genes between individuals in order
to obtain the new generation.

After a number of 100 generations, the values returned for the two variables as determining the minimum
potential energy are 1.16231 and 1.16209; these are the equilibrium bond lengths between atoms A-B and B-C, the
C-O bond length in Å. For iterations with different GA options, the final point of the algorithm is slightly different.
For bit string population type, the algorithm generated a large number of stall generations - no improvement in the
objective function for a sequence of consecutive generations.
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Figure 4: Contour and surface energy plot of a CO2 molecule as a function of the inter-atomic distances

6 Conclusions

The results of the simulations show that it is very important to express the problem to be solved in a convenient
form and with certain coding of its parameters, in order to obtain the best result using genetic algorithm. The
form of the population and the evolutionist strategy counts for the final result. For polyatomic molecules and a
more complex force field, a potential hypersurface must be expressed as a function of the n variables with respect
to whom the function must be minimized. If the surface is very complex in terms of local minima, a genetic
algorithm is much more likely to give an optimal solution, than the classical search algorithms.

If we think about computational complexity, the genetic algorithms provide parallelism and stochastic search
in random areas of the hypersurface, unlike classical search that follows a path on the search surface. Genetic
algorithms can be successfully used in searching a minimum energy conformation of a polyatomic molecule, as
long as the potential energy of the molecule is properly expressed for such a solving manner. The algorithm reduces
to searching for an optimal minimum on a hypersurface depending on the variables of the studied molecule.
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Intelligent Urban Traffic Signalling Infrastructure with Optimised
Intrinsic Safety

Marius Minea, Florin Codruţ Nemţanu

Abstract: It is a known fact that the road transportation is one of the most affected with traffic
incidents, casualties, traffic jams, and general congestion, due to the large number of vehicles,
both private and/or belonging to state agencies or companies. In Romania, the number of
vehicles increased tremendously in the last years, and the road infrastructure is oversaturated
from its capacity point of view and unsafe, from its signalling point of view. The present
paper tries to present some issues concerning the increase of the signalling infrastructure
intrinsic safety. Some new methods to improve the reliability, both by new technologies
for data acquisition and by remote equipment monitoring techniques are presented. The new
conditions in the Information Society, implemented in all developed countries thru Intelligent
Transport Systems (ITS) are also mentioned. The paper also shows some results from one of
our research projects.

1 Introduction - International and National Situation

In the last years of the eighth decade, last millennium, the traffic density in the great cities (metropolitan
areas) has reached impressive values. Among all transport modes, the road transportation has some determinant
characteristics: the large number of single occupant vehicles, the missing traffic large area regulation systems, and
all these factors lead to a large number of incidents, environmental pollution, fuel consumption and stress. Along
with these issues, the presence of a large number of non-professional vehicle drivers lead also to a high incident
rate, frequently producing human casualties.

Several developed countries like U.S.A., Australia, Japan, and in Europe: Great Britain, France, Germany,
Belgium, Austria and others, have started, several years ago, national and international ITS infusion programmes,
to implement IT, telecommunications and telematics technologies, in order to improve the traffic conditions, and
its safety. Shortly after, these programmes were undertaken at governmental (political) and non-governmental
levels, defining what today is known as “Intelligent Transport Systems” – a variety of specific applications that
use the above technologies to provide information and support to all road users/owners, travellers, vehicle drivers,
administrators etc.

Among the most important projects, at international level, developed in this field of activities, there are:
“DRIVE” – Safety Infrastructure for the European Road Traffic, “PROMETHEUS” – the Program for a European
Traffic with Highest Efficiency and Unprecedented Safety, or in USA, some programs for Intelligent Highways
Infrastructure. Almost in the same period, in Japan there were developed several other programs and systems, like
VICS1, UTMS2, ARTS3 and SSVS4.

Urban road networks serve a significant part of traffic demand. Because of the high demand many urban road
facilities are frequently oversaturated and respectively congested. Through congestion the capacity of the road
infrastructure is in fact reduced and particularly during rush hours when the maximum capacity is most urgently
needed the performance deteriorates considerably. The principle of adaptive control was first used by Miller (1963)
when he proposed a strategy that is based on an online traffic model. The model calculates time wins and losses
and combines these criteria for the different stages in a performance index to be optimised. In sequence a series
of adaptive methods were developed. A prominent example of the so called first generation of traffic adaptive
strategies (which were not really adaptive) is PLIDENT (Holroyd et al., 1971). In the late 1960s PLIDENT was
implemented in Glasgow and failed. Field trials with other first generation strategies in Canada (Corporation of
Metropolitan Toronto, 1976) as well as in the frame of the UTCS programme in the United States (MacGowan et
al., 1980) also failed due to inaccurate demand forecasts for longer time periods, slow reactions and capacity losses
caused by transition programmes. Hunt et al. (1981) analysed the shortcomings of the 1st generation strategies and
overcame the problems by a more advanced 2nd generation strategy. One of the first developments in the adaptive

1Vehicle Information and Communication System
2Urban Traffic Management System
3Advanced Road Traffic System
4Super Smart Vehicle System
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control technology was SCOOT5 concept. It minimizes delay by the smooth adaptation of split, cycle time and
offset. In contrast to general believing only the offset is optimised on the basis of delay modelling whereas split
and cycle times are adapted according to a saturation criterion. With successful trials of SCOOT in different
networks resulting in savings of about 12% delay the break-through of adaptive methods succeeded. SCOOT is at
present the most established control method with over 170 implementations all over the world. In the early 1980s
a number of advanced so-called 3rd generation strategies have been developed, e.g. OPAC (Gartner, 1982) or
PRODYN (Henry et al., 1983). These strategies are operating acyclic, i.e. they do not consider explicitly cycles or
offsets. Given predefined stage schemes optimal switching times over a horizon are calculated. The optimization
is based on delay criteria determined by simple but fast running traffic models. For the global optimization of the
performance function OPAC employs complete enumeration whereas PRODYN uses dynamic programming. Due
to the exponentially increasing complexity of the solution for more than one intersection real time implementations
are only feasible for isolated intersections.

In Europe, the UTMC6 systems are implemented for the first time in several cities, among which London, along
with another intelligent system, the Congestion Fare Collection system, a measure to reduce traffic congestions in
central London. The last is provided with CCTV and intelligent plate registration numbers recognition algorithms,
recording and monitoring all vehicles that cross the system boundaries. Specific UTMC systems, such as SCOOT,
SCATS7 and UTOPIA8, are now wide spread around the world and already considered “mature” UTMC systems.

An UTMC system, component of Intelligent Transport Systems, defines a generalised architecture for emis-
sions and vehicle priority in term of:

• Monitoring/location of Public Transport Vehicles (PTVs), or other type of vehicles;

• Road Network Model;

• Traffic Management Strategy Selection;

• Strategy Implementation; and

• Common/historic databases.

Adaptive signal control has recently emerged as a viable system control strategy within the United States, Eu-
rope and Australia. Long used in Europe and Australia, adaptive control consists of the real-time adjustment of
coordinated signal timing parameters as well as independent intersection control to adapt to changing traffic con-
ditions. Recent interest in implementing adaptive control strategies as a means of accommodating highly variable
and congested traffic conditions has led to several domestic installations.

In our country, the situation is totally different:

• There are no important UTMC systems implemented (exceptions are the UTOPIA for 41 tram line in
Bucharest, and the future Bucharest Multisector UTC/PTM/CCTV project for around 100 junctions and 300
buses);

• The signalling infrastructure is heterogeneous, obsolete and frequent failures are reported;

• There is no a centralised concept in monitoring, control and repair operations for the road signalling infra-
structure;

• There is no an updated database concerning the field facilities kept at an administrative authority (such as
Street Administration) – so as at this moment, if a traffic signal or sign is damaged or missing, there will be
a big delay (days) until the authority will be noticed and maintenance will be performed;

• The Street Administration required several times a centralised, integrated method/platform for field data
acquisition/monitoring of the signalling infrastructure.

According to these reasons, it is undeniable that Bucharest’s street signalling infrastructure needs an important
review and improvement.

5Split Cycle Offset Optimisation Technique
6Urban Traffic Management Centers
7Sydney Coordinated Adaptive Traffic System
8Urban Traffic Optimisation by Integrated Automation
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2 Designing an ITS platform for the road signalling infrastructure

For the signalling infrastructure it is very important to have an integrated platform for data acquisition and
functional status monitoring. The main functions of such a platform should be:

a. Possibility for data collection concerning actual position of signalling elements (for this purpose, a method
for easily collect geographic data information is to be developed – the best method for building a database
with the accurate geographic position for all signalling elements is to use human operators, with GPS enabled
PDAs and an instrument for remotely collect these information, such a GPRS data transmission;

b. Building and maintaining a database with geographic and functional information about the static and dy-
namic signalling elements in the road infrastructure;

c. Possibility for interconnection with future urban traffic management systems, such as the one that will be
implemented in Bucharest;

d. Own data network (wireless or wired, optic fibber);

e. Possibility for automatic fault reporting from intelligent traffic controllers;

f. Possibility for automatic remote alarm issuing, in case of signalling infrastructure malfunction;

g. Users information system, with possibility to inform in real-time infrastructure operators, traffic participants
etc. about signalling infrastructure malfunctions, traffic deviations etc.

Figure 1: Functional architecture for the Optimised Signalling Infrastructure

As mentioned before, this architecture will better work if interconnected with an UTC system infrastructure.
A possible global data transmission network is depicted in figure 2.

The UTC operators will handle the management of events of various kinds, for example:

• Forthcoming activities with traffic impact (works, demonstrations, sport meetings);

• Real-time events (accidents, incidents);

• Fault analysis and rectification – here the role of the Optimised Intrinsic Safety Signalling Infrastructure is
determinant;
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• Meteorological phenomena impact on the traffic, based on the weather reports.

All types of data should be converted to standard formats, and referenced to the road network description (infra-
structure data base). Some particular challenges still need to be overcome, particularly with respect to detection.
As Bucharest suffers from extreme temperature ranges, carriageway surface conditions can be poor.

Figure 2: Possible system interconnection architecture for a combined signalling monitoring / UTC system

It must be emphasized that the integration of these elements of work should be in the forefront of the future
traffic automations in Bucharest. This process should take into account the state-of-the-art technologies and the
existing standards in the field of Intelligent Transport Systems. The architectures of the intelligent traffic signalling
infrastructure, the UTC and PTM systems should be designed using the newest methodology, for example the
Object Oriented approach. As consequence, the UTC and PTM systems should be “building blocks”, should
have open and scalable architectures and should be fully interoperable with other new ITS systems or modules.
Moreover, these systems should implement all the XML-based data exchange standards for road traffic and public
transport information, like DATEX, TRIDENT and OTAP. This is highly important as in the near future all the
European integrated infrastructures with UTC and PTM systems will consist also an integrated part in a distributed
national ITS architecture. These systems will act as the main components of the future ITS Euro-region planned
architecture that is to be developed in Eastern Europe in the next coming years.

3 Designing a dedicated signalling infrastructure database and maintain-
ing it

The database for the integrated system should offer to the users and IT professionals’ powerful and familiar
instruments, reducing the complexity for designing, implementing, managing and using the data along with ana-
lytical applications, both on mobile and fixed platforms. Among the requirements for such a competitive database,
there should be:

• Relational database: the database developed should have a safe, reliable, scalable and highly available
engine, with support for both structured and unstructured data;

• Replication services: in order to correctly operate with distributed or mobile data processing applications,
the built database should be able to replicate the data, to use secondary data stores for enterprise reporting
solutions and the possibility to integrate with heterogeneous existing, external databases;
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• Alerting services: the database should comprise advanced capabilities for developing and implementing of
the scalable applications, that are able to offer updated personalised information, for a large variety of mobile
and fixed interconnected devices;

• Integration services: Capabilities for information extraction, transforming and loading for data warehousing
and locally integration;

• Analyse services: The database should be able to perform Online Analytical Processing (OLAP), for rapid
and elaborated analysis of large data sets, that use multidimensional storage;

• Reporting services: the database should be able to offer a complete solution for designing, management, and
reporting, in several formats: on paper and interactive, web-based;

• Management instruments: the database server should include integrated management systems for adminis-
tration and advanced data optimisation, along with close integration with other specific instruments;

• Developing instruments: The database server should be empowered with integrated developing instruments
for the database engine, for extracting, transforming and loading of data etc.

a. Specific requirements for the integrated optimised signalling infrastructure

Traffic management systems by definition contain functions for the detection and selection of vehicles and
functions associated with the granting of priority. A very important characteristic of the communications network
for these systems is that the delay for any operational data must be strictly controlled, in order that the system
operates in real time. If the maximum communication delay time is over passed, then the status change at traffic
signals, operated by the system, might not have the desired effects (i.e. granting priority to public transport or
emergency vehicles in real time). Furthermore, several traffic disturbances that might occur could increase the
degree of congestion, making traffic signal queues and transit times longer. The communications network is a
crucial element in an optimised signalling infrastructure, as the whole sensor network relies also on real time
transmission of information.

3.1 Specific architectures for priority granting and fault management functions

The starting point in the process for granting selected vehicles priority is the location of a vehicle at a point
and time within the controlled network. In systems which prioritise selected vehicles according to pre-determined
criteria, information relating to the particular properties of an individual vehicle may be collated with other data
such as timetable information to form a decision on whether priority should be requested. This decision may take
into account a forecast of the future location of the vehicle. The output from these functions is either a simple
request for priority or a priority level for the vehicle concerned.

When the priority strategy is separate and interrupts the background strategy, then there is scope for a variety
of architectures. It is possible, but not necessarily desirable for some or all of the priority functions to be logically
separated from the background control function. Four groups of architectures are possible:

• Centralised UTC and priority functions, centralised fault reporting;

• Decentralised UTC and priority functions, centralised fault reporting;

• Centralised UTC with decentralised priority functions, centralised fault reporting;

• Decentralised UTC with centralised priority functions, centralised fault reporting.

As seen in the above classification, the fault reporting / management function should be always centralised, as this
is very important for the good operational status of the system. In all cases, even if there is or there is not a wired
communication network link to a management centre, there is a must to have a radio link (or GSM network link)
for the fault monitoring function. Below are presented several diagrams showing these architectures. In figure 3 a
complete wired, centralised architecture is depicted. The traffic controllers are interconnected and mastered by the
Urban Traffic Control Centre; all fault reporting are transmitted via the traffic control network. In case there is not
implemented a centralised solution, or there is only a part of the traffic controllers networked, while the rest are
not yet introduced in the centralised system, the best architecture is a wireless one, as depicted in figure 4.
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Usually, the reliability requirements are taken into account mainly in centralised traffic systems. With the
second case, the reliability of the signalling infrastructure can be significantly improved, over imposing a system
to monitor in a centralised manner all faults. Synchronisation for all system’s signalling can be achieved via a
GPS9 clock signal, used also for green waves in traffic signalling.

3.2 Specific requirements for delays in communication

When using a centralised system with priority granting at traffic signals for special vehicles, the communication
delay must be controlled and under a specific threshold. Otherwise, the vehicle can arrive in the junction and the
phase of the signal change too late, increasing traffic congestion.

Figure 3: Centralised control, all functions

Figure 4: Decentralised UTC functions, centralised fault monitoring functions

9Global Positioning System
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4 Conclusions

There is an important need for improving the intrinsic reliability for the urban traffic signalling infrastructure, as
in many cities from our country the traffic signalling systems are not yet centralised, and not sufficiently monitored.
Using an integrated platform for data acquisition/fault management can increase significantly the operational status
of the traffic signals, contributing to the reduction of traffic incidents, congestion and environmental pollution.
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Developing an Usability Evaluation Module Using AOP

Grigoreta Sofia Moldovan, Adriana Mihaela Tarţa

Abstract: Usability is one of the most important features of an interactive system, because
it is a measure of user performance and satisfaction related to a software system. There
are many methods for usability evaluation but most of them are expensive and difficult to
integrate and use during software system development. In this paper we present an usability
evaluation module developed using AOP that is easy to integrate and use during usability
evaluation.

Keywords: usability evaluation, AOP

1 Introduction

1.1 Usability

Usability is one of software system’s qualities as defined in ISO 9126-1 [6]. In ISO 9241-11 [7] usability is
defined as: the extent to which a product can be used by specified users to achieve specified goals with effectiveness,
efficiency and satisfaction in a specified context of use, where effectiveness is the accuracy and completeness
with which users achieve specified tasks, efficiency is the resources expended in relation to the accuracy and
completeness with which users achieve goals, and satisfaction concerns the comfort and acceptability of use by
end users. Many other definitions have been formulated along time for usability, but only few of them have been
operationalized in order to be easy to use for software designers.

In [14], Shackel defines the usability of a system as the capability in human functional terms to be used easily
and effectively by the specified range of users, given specified training and user support, to fulfill the specified range
of tasks within environmental scenarios. The definition is then operationalized by using four criteria: effectiveness,
learnability, flexibility and attitude.

Schneiderman defines usability by means of five aspects: speed of performance, time to learn, retention over
time, rate of errors and subjective satisfaction [15].

Nielsen has a similar approach to Schneiderman regarding usability which is defined by: efficiency, learnability,
errors/safety and satisfaction [11].

In [5], Dix gives a more clear explanation of usability concept, using three categories of factors that determine
usability: learnability, flexibility and robustness, and each category is described using usability indicators. The
usability indicators are presented in Table 1.

Learnability Flexibility Robustness
Predictability Dialog initiative Observability

Synthetizability Multi-threading Recoverability
Familiarity Task Migrability Responsiveness

Generalizability Substitutivity Task conformance
Consistency Customizability

Table 1: Usability indicators

1.2 Usability Evaluation

Usability evaluation is an important part of user interface design that tries to identify and predict usability
problems. Nowadays, there are several methods that are trying to evaluate the usability of a system. Some methods
can evaluate only WIMP(windows, icons, pointer, and mouse) user interfaces (UI), other methods can evaluate
only Web interfaces, and a few can be used to evaluate both WIMP and Web interfaces.

Different approaches have been used for evaluating usability: testing, inspection, inquirying, analytical model-
ing and simulation [8].

Independently of the approach used, most evaluation methods include three activities:
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Capture collecting usability data, such as task completion time, errors, guideline violations, and subjective rat-
ings;

Analysis interpreting usability data to identify usability problems in the interface;

Critique suggesting solutions or improvements to mitigate problems.

Many parts of these activities can be done automatically. The automation of these activities has the following
advantages: reduced cost of usability evaluation, reduced need for evaluation expertise among individual evalua-
tors, increased coverage of evaluated features, enables comparisons between alternative designs, and easy incor-
poration of evaluation within the design phase of user interface development, as opposed to after implementation
[8].

1.3 Aspect Oriented Programming

Aspect oriented programming (AOP) is a new programming paradigm that addresses the issues of crosscutting
concerns [9]. A crosscutting concern is a feature of a software system whose implementation is spread all over
the system. Well-known examples of crosscutting concerns are logging and security. In order to implement a
crosscutting concern, AOP introduces four new notions: joinpoint, pointcut, advice and aspect:

• A join point is a well-defined point in the execution of a program.

• A pointcut groups a set of join points, and exposes some of the values in the execution context of those join
points.

• An advice is a piece of code that is executed at each join point in a pointcut.

• An aspect is a crosscutting type that encapsulates pointcuts, advice, and static crosscutting features. An
aspect is the modularization unit of AOP.

The aspects are integrated into the system using a special tool called weaver.
Nowadays, there are extensions that support AOP for well-known programming languages (i.e. AspectJ for

Java [4]) which are used in industry, too.
Section 2 presents a short description of the usability methods we have based our research on (section 2.1),

an analysis of what should our module do (section 2.2), the design of our module (section 2.3) and some code
examples (section 2.4). Conclusions and further work are presented in section 3.

2 Usability Testing Methods

We have chosen to develop a module to support usability testing methods.

2.1 Description

Usability testing with real participants is a fundamental usability evaluation method [11], [15]. It provides an
evaluator with direct information about how people use computers and which are the problems of the interface
being tested. During usability testing, participants use the system or a prototype to complete a predetermined set
of tasks while the evaluator records the results of the participantsŠ work. The evaluator then uses these results to
determine how well the interface supports usersŠ task completion as well as other measures, such as number of
errors and task completion time [8].

2.2 Analysis

The activities that can be fully automated are capture and analysis. The critique activity can be automated (for
example using an expert system), but it still requires human expertise. Our research focuses only on capture and
analysis activities.

The capture activity consists of logging events and information like: pressing a button, selecting an option,
completing, abandoning or failing a task, error occurences, navigating the menu, etc.
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Logging is a well known crosscutting concern that should be designed and implemented using AOP as it spans
across multiple modules. The logged information depends on the usability aspects we want to evaluate (i.e. user-
performance, user satisfaction, task completion, etc.).

The analysis activity consists of analyzing the log files to compute usability metrics. The usability metrics that
are usually computed are presented in Table 2.

Metric Usage indicator
Time to complete a specific task Performance time
Number of commands used Performance time
Percent of task completed per unit time Performance time
Relative time spent in physical actions Performance time
Relative time spent in mental actions Performance time
Number of tasks that can be completed Performance time
within a given limit time
Number of regressive behaviors Memorability
Number of system features users Memorability
can remember afterwards
Time spent in errors Errors
Percent or number of errors Errors
Number of repetitions of failed commands Errors
Percent of task completed Task completion
Number of available commands not invoked Task completion
Ratio of success to failures Task completion
Number of runs of successes and failures Task completion

Table 2: Usability metrics

The existing tools ([12], [10], [13]), that help evaluators, perform the analysis only after the user-UI interaction
is ended, and some of them even require the UI to be developed in a special environment [12].

AOP gives an alternative to these tools, as the metrics can be computed during user-UI testing session, without
the need to use log files. Additionally, it does not require the UI to be developed in a special environment. The
only constraint is that we have to use the AO extension corresponding to the programming language used for UI
implementation. There are extensions for a variety of programming languages: AspectJ for Java [4], AspectC for
C [1], AspectC++ for C++ [2], AspectC# for C# [3] etc.)

2.3 Design

For our module we have chosen the following functionalities related to usability evaluation: to log errors (a log
record contains the error message and the time of occurence), to capture a screen shot each time an error occurs,
to compute the number of successfully completed tasks, the number of abandoned tasks and the number of failed
tasks, and to compute the frequency of each error type. A task is completed when it is started, executed and there
are no errors during the execution; a task is failed when it is started, executed, and there are errors during the
execution, and a task is abandoned when it is started but it is not executed.

In order to design the usability evaluation module using AOP, we first have to decide which are the points from
the program flow we are interested in. First we have to determine the point from where we start measuring, denoted
by entryPoint(), and the point to which we stop measuring, denoted by exitPoint(). These will be two pointcuts in
an aspect called AppAspect.

Afterwards, depending on the information we want to gather, we define new aspects. For example, if we want
to log each error that a user performed when using the system, we have to define a new aspect ErrorAspect, that
captures the points in the program flow that indicate errors, with a pointcut error().

If we want to compute metrics related to tasks we define a new aspect TaskAspect, with two pointcuts: start-
Task() and execTask(). The startTask() pointcut captures the points from the control flow when a new task is started
and the execTask() pointcut captures the points from the control flow when a task is executed.

An UML-like diagram for these aspects, with their pointcuts is shown in Figure 1.
The advices for each pointcut will contain the necessary computation that have to be done.
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Figure 1: Module’s aspects hierarchy

2.4 Implementation

To test our module, we have chosen a small family budget application implemented in Java. We have used
AspectJ [4] as AOP extension. The application has the following functionalities: adding an expense/income,
viewing expenses/incomes for a period of time and computing the balance for a period of time. An income/expense
has a date, a value, a category, and a family member. The functionalities are available using menus or toolbar
buttons.

The application uses the static showError(String title, String msg) method of the MessageWindow class to
display error messages. The error() pointcut that captures errors is shown in Table 3.

abstract aspect ErrorAspect extends AppAspect{
pointcut error(String msg):

execution(* MessageWindow.showError(String,String)) && args(.., msg);
}

Table 3: ErrorAspect code.

The source code of the LogError aspect is shown in Table 4. The source code that captures screenshots and
computes errors frequency is almost the same.

3 Conclusions and further work

We have designed a module for an automatic usability evaluation method based on user-testing. The advantages
of this approach are:

• the source code for usability data gathering is kept in one place: the usability evaluation module;

• the software system modules do not need to be modified in order to obtain usability data;

• the usability evaluation module is easy to integrate with the other modules;

• the usability evaluation module is easy to plug-in and out of the system. In order to plug it in we just have
to call the weaver tool with the source code or the binaries of the system;

• the usability module can be easily adapted to other software systems, we just have to modify the pointcuts
of the aspects;

• if we want to add or remove some data, only the usability evaluation module has to be modified, even
though the needed data is spread all over the software system.
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aspect LogError extends ErrorAspect {
private LogWriter lw;
before() : entryPoint() {

//initializes the log writer
}
before(String msg) : error(msg) {

lw.log(msg,LogWriter.ERROR);
}
before() : exitPoint() {

//closes the log writer
}

}

Table 4: LogError code.

One disadvantage of this approach is that the developer of the usability evaluation module needs to have
an indepth knowledge of some parts of the software systems, in order to be able to define the pointcuts. This
disadvantage can be overcome if the developer of the evaluation module is cooperating with the software system
developers.

As further work, we intend to develop a tool that can be used to write the variant parts of the module (the
pointcuts) to adapt them for various applications written in Java and then to automatically generate and integrate
the module within the software system.
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The Experimental Analysis of the Impact of the “Nogood Processor”
Technique on the Efficiency of the Asynchronous Techniques

Ionel Muscalagiu, Vladimir Creţu, Manuela Pănoiu, Caius Pănoiu

Abstract: One of the characteristics of the algorithms of asynchronous search is given by
the occurrence of nogood values during solution search. Nogood values show the cause of
the failure and their incorporation as a new constraint will teach the agents not to repeat
the same mistake. In this article we will continue to adapt the nogood processor technique
to the AWSC technique, and we will analyze experimentally the benefits to the efficiency.
This technique consists in storing the nogood values and further use the information given by
nogoods in the process of selecting a new value for the variables associated to agents.
In the article we analyzed the distribution of nogood values to agents and the way to use the
information stored in the nogood, what we will call the nogood processor technique. We
analyzed the situations in which a centralized nogood processor is used and the situation in
which the nogoods are distributed to more nogood processors manipulated by certain agents.
We analyzed the benefits that the nogood processor technique brings to enhancing the perfor-
mance of the AWCS technique, by identifying a few ways of distributing their efficiency.

Keywords: constraints, agents, nogood messages.

1 Introduction

The constraint programming is a model of the software technologies, used to describe and solve large classes
of problems as, for instance, searching problems, combinatorial problems, planning problems, etc. Lately, the
A.I community has show great interest towards the distributed problems that are solvable through modeling by
constraints and agents. The idea of sharing various parts of the problem between agents that act independently and
that collaborate between them using messages, in the order to find a solution, has proven useful, as it has lead to
obtaining a new modeling type called Distributed Constraint Satisfaction Problem (DCSP) [3].

In the distributed constraint satisfaction area, the asynchrounous weak-commitment search algorithm (AWCS)
[3], plays a fundamental and pioneer role among algorithms for solving the distributed CSPs. The algorithm is
remarked for the suffering of an explosion of the nogood values, but, by dynamically changing the agents’ order,
it is an efficient algorithm because of its number of cycles.

The non - restriction for recording the nogood values could become, in certain cases, impracticable. The main
reason is that the storing of nogood values excessively consumes memory and could lead to lowering the memory
that has been left. Typically, the number of nogood values grows along with the number of conflicts - in the worst
case this growth could be exponential in the number of variables. Another unpleasant effect of storing a large
number of nogood values is tied to the fact that the verification of the current associations in the list of nogood
values that are stored becomes very expensive, the searching effort removing the benefits brought by storing the
nogood values. These elements are analyzed as targeting to see if this nogood processor technique brings benefits
for efficiency.

In [1] Armstrong and Durfee builds a new asynchronous technique in which the problem’s solution is divided
into epochs. There is a central agent responsible for the start of the searching process and a nogood processor that
keeps information on the nogoods occurred. When a nogood is discovered , the variable assignments causing it
and the IDs of the agents involved are sent to the nogood processor, which saves the nogood. Later, when an agent
has found a tentative assignment for its variables, it consults the nogood processor to make sure that its assignment
along with any known assignments of higher priority agents do not constitute a nogood.

In [2] is presented a first way of applying the technique with a nogood processor (induced in [1]) to the AWCS
technique, but without investigating the efficiency of the derived techniques obtained. There the technique nogood
processor is combined with the technique nogood learning, without analyzing the impact of applying only the
technique nogood processor. In this article we will continue to adapt the nogood processor technique to the AWSC
technique, and we will analyze experimentally the benefits to the efficiency. We will experimentally show that there
is a way of distributing the nogood processors, that will bring significant for the efficiency enhancements, which
will reduce the costs of communications without being affected by the new costs that occur for the verification of
nogoods.
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2 The Framework

In order to do this analysis of the nogood processor impact, in this paragraph we will present some notions
known from the IT literature relative to the DCSP modeling and the asynchrounous weak-commitment search
algorithm [3], .

Definition 1 (CSP model). The model based on constraints CSP-Constraint Satisfaction Problem, existing for
centralized architectures, consists in:

-n variables X1,X2.Xn, whose values are taken from finite, discrete domains D1,D2, ,Dn, respectively.
-a set of constraints on their values.
The solution of a CSP supposes to find an association of values to all the variables so that all the constraints

should be fulfilled.

Definition 2 (The DCSP model). A problem of satisfying the distributed constraints (DCSP) is a CSP, in which
the variables and constraints are distributed among autonomous agents that communicate by transmitting, mes-
sages.

In this article we will consider that each agent Ai has allocated a single variable xi.

Definition 3 (the list agent-view). The list agent-view of an agent Ai is a set with the newest assignments received
by the Ai agent for distinct variables.

Definition 4 (the nogood list). The Nogood list is a set of assignments for distinctive variables for which looseness
was found.

The AWCS algorithm [3], is a hybrid algorithm obtained by the combination of asynchronous backtracking
algorithm (ABT) with WCS algorithm, which exists for CSP. It can be considered as being an improved ABT vari-
ant, but not necessarily by reducing the nogood values, but by changing the priority order. The AWCS algorithm
uses, like ABT, the two types of ok and nogood messages, with the same significance.

For a better understanding of the way the nogood processor technique applies, we will present more information
related to the behavior of an agent Ai, for the AWCS [3], algorithm. When an agent Ai receives an ok? message,
it updates its agent view list and tests if a few nogood values are violated. A very important thing is connected
to agent testing only the nogood values that have a greater priority than xi (the authors use the maximal priority
nogood term for these values). As a matter of fact the priority of a nogood value is defined as the lowest priority
of the nogood variables, excepting xi. As a conclusion, a generic agent Ai can have the following behavior:

• If no higher priority nogood value is violated, it doesn’t do anything.

• If there are a few higher priority nogood values that have inconsistent values and these values could be
eliminated by changing the xi value, the agent will change this value and will send the ok? Message. If it
has to choose between more values, it will select that value that minimizes the inconsistencies in the inferior
priority nogood values (a nogood value of inferior priority is the one in which its priority is inferior to the xi

priority).

• If a few higher priority values are inconsistent and this inconsistence can not be eliminated, the agent
creates a new nogood messages outside the agent view list and sends a nogood message to each agent that
has variables in nogood. Than the agent increases the priority of xi, by changing the xi value with another
value that minimizes the inconsistencies number with all the nogood values and sent the ok? message. If the
new nogood is identical to the previous nogood value, than the agent will do nothing.

We must underline a certain behavior of Ai agent, specific to the AWCS algorithm: when a nogood message is
received, the agent adds the nogood value to its nogood group and executes a verification of the inconsistencies for
nogood. If the new nogood has also an unknown variable, the agent needs to receive from the corresponding agent
the value of the variable that’s been cared for. Unfortunately, the information from nogood is not completely used.
It is about the case of attributing a new value for the variable associated to the agent. It is possible that the nogood
values contain a reference to this value, that implying the attribution to have appeared more as inconsistent. The
use of this information will be the basis of the nogood processor technique construction.
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3 Adapting the "NOGOOD" Processor Technique

3.1 Implementing the technique "nogood processor"

In [2] is presented a first way of applying the technique with a nogood processor to the AWCS technique,
but without investigating the efficiency of the derived techniques obtained. The adaptation and the application
of the nogood processor technique for the AWCS technique lead to the identification of some answers to the
problems occurred: how do we store the nogood values and where, how is the storing and evaluation of nogood
values distributed? Another very important problem was to see if all agents (or a part of them) appeal the nogood
processor, so as there will be no chance that the costs necessary for evaluating the stored nogoods would outrun
the benefits brought by the nogood processor technique.

We consider each agent to have access to the results of its own nogood processor or of a centralized nogood
processor (typically using messages). More, each agent sends (stores) nogood values that it has received to the as-
sociated nogood processor. Therefore, when using a single processor, the treating procedure for nogood messages
will have to store in a shared memory zone or to send the nogood values to the nogood processor. We will assume,
further, that these nogood values are stored in the nogoods-store list. The information stored by each nogood pro-
cessor will be used in searching a new value for each variable cared for by the agent (in AWCS algorithm). For
this, each nogood processor will verify (asked by an agent) through its subroutine
check-inconsistent-value-nogood-processor, if the value selected by the agent had no previous existence associated
with the higher priority agents values. In figure 1 we have the checking routine for the inconsistence of a new value.
This routine
(check-inconsistent-value-nogood-processor) is applied to the AWCS algorithm.

function check-inconsistent-value-nogood-processor [Ai]
foreach Nogood ∈ nogoods-store do

foreach x ∈ Nogood with the current priority from current-view
* bigger than the agent’s Ai

pos←− position x in Nogood
if x != item pos current-value

return consistent
endif

end do
if current-value != item Ai in nogood

return consistent
endif
end do
return inconsistent

end procedure

Figure 1: The Procedure check-inconsistent-value-nogood-processor

To increase the efficiency of the nogood processor, when receiving an ok type message, informing about setting
up a new value from an agent, the nogood processor verifies the value for the higher priority agents. Thus, if that
combination has ever existed as nogood, we try searching a new value for the current agent.

The answer to a question was seeked which consisted in identifying the way of distributing the nogood mes-
sages to processors. In this article are proposed two solutions of distributing the nogoods to the processors:

• a single nogood processor operated by an central agent. The proposed variants in this study based on the
usage of a single "nogood processor" will be noted AWCS2k.

• many "nogood processors" distributed to certain agents (based on some rules that will be presented). The
variants with many nogood processors will be noted AWCS3k.

3.2 Versions of AWCS with a single "nogood processor"

The first solution consists in adapting the AWCS tehnique such as to store centralized the nogood values. These
versions will be noted AWCS2k. The basic technique from [3], will be noted AWCS1.
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Each agent in the moment of receiving of a nogood, transmit sit to a central agent that has a centralized nogood
agent processor. That agent will stock the value received in a list nogood-store (all the "nogood processors" save
only those new values, eliminating the copies). The information from here will be used later in the process of
searching of a new value. Thus, the procedure
check-agent-view will select a new value consistent with the list agent-view and with the list of nogood values
stocked by the "nogood processor". Different from the basic variant of AWCS, the new variant AWCS will select
a new value if, in addition, the procedure
check-inconsistent-value-nogood-processor will return the consistent value. Also, the procedure for checking
the nogood values will be called, also in the Backtrack procedure, in the moment of selecting a new value.

For that first solution with a single nogood processor, several versions are proposed. The versions differ in the
way that the agents that appeal the "nogood processor" are identified, and in the way that the identification of the
agents for which is made the comparison of the combination of values. A first version implies the applying of the
procedure
check-inconsistent-value-nogood-processor presented in figure 1, version noted AWCS21. The checking procedure
of the nogood values checks this thing only for the agents that have the current priority from current-view greater
than of the agent Ai. This version will be the basic variant with a centralized "nogood processor".

A second version proposed, noted AWCS22, was obtained by adapting the procedure
check-inconsistent-value-nogood-processor such as it checks the values of higher priority, priority holded in the
moment of stocking the nogood values. In other words, the identification of the agents of higher priority than the
agent Ai, isn’t done using their current value (that is in current-view), but is done using the value of the priority
stocked by the nogood processor. The corresponding modification was marked with * in the checking procedure.
The values of these agents are checked if they existed before in that combination.

The next versions are based on identifying the agents that will call the associated "nogood processors". Many
versions are proposed that differ by that that not all the agents use the information from the nogood processors. The
third version proposed, noted AWCS23, is obtained starting from the variant AWCS21 such as the call of procedure
check-inconsistent-value-nogood-processor be done by all agents, excepting that of the highest priority from the
neighbors of that moment. A forth version, noted AWCS24, is obtained from the variant AWCS21 such as the call of
the procedure check-inconsistent-value-nogood-processor will be done only by the agent with the highest priority
from the neighbors (current priority from current-view respectively the old one stocked).

A last version, noted AWCS25, is obtained from the variant AWCS22 such as the checking be done only by
the agent with the highest priority from the neighbors (current priority from current-view respectively the old one
stocked). That last version based on a centralized nogood processor is remarked by the fact that the identification
of the agents of higher priority is done relatively to their priority from the moment of stocking and by the fact that
not all the agents call the nogood processor.

3.3 Versions of AWCS with many "nogood processors"

A second solution is based on distributing the nogood values to many "nogood processors", one for each
agent. Those versions will be noted AWCS3k. In the moment of receiving a nogood value, it is stocked only by the
associated nogood processor. The nogood value isn’t any more transmitted to a central agent, but is stocked locally.
As in the case of the AWCS2k versions, the information from here will be later used in the process of search.

Selecting a new value supposes checking also the stocked nogood values. The check is done similar to the
solution with a single nogood processor, obtaining two versions noted AWCS31 and AWCS32 (the last one uses the
way of identifying the agents of higher priority using the older priorities). The version AWCS31 will represent the
basic variant with a distributed "nogood processor".

4 Experimental results.

In this paragraph we will present our experimental results, obtained by implementing and evaluating the asyn-
chronous techniques we introduced. In order to make such estimation, we implemented these techniques in NetL-
ogo 2.0, a distributed environment, using a special language [4], [5].

The asynchronous techniques were applied to a classical problem: the problem of colouring a graph in the
distributed versions. For the problem of graph colouring we took into consideration two types of problems -(we
kept in mind the parameters n - number of knots/agents, k-3 colours and m - the number of connections between
the agents). We evaluated two types of graphs: graphs with few connections (called sparse problems, having m=n
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(a) Constraints checks (b) nogood and ok messages

Figure 2: Comparative study for the AWCS versions-(Distributed n-Graph-Coloring Problem)

x 2 connections) and graphs with a special number of connections, known to be difficult problems (called difficult
problems and having m=n x 2.7 connections). For each version we carried out a number of 100 trials, retaining the
average of the measured values (for each class 10 graphs are generated randomly, for each graph being generated
10 initial values).

We counted the number of messages (which means the quantity of ok and nogood messages) and the number
of constraint checks for obtaining each solution. The evaluations have been made for each technique presented.
The evaluations had certain particularities due to the NetLogo medium. The NetLogo is a programming medium
with agents that allows implementing the asynchronous techniques [4], [5], but has certain particularities related
to asynchronous work with agents. The agents work with the specific command "ask". A command like this
will allow launching the work routines with the messages. Each agent works asynchronously with the messages,
but at the end of a command’s execution there is a synchronization of agents’ execution, synchronization that
particularizes, in a way, the implementations being used.

In the figure 3(a) and (b) we presented graphically the experimental results for the 8 version of AWCS, with
regard to the number of constraints and messages stream.

The first measuring unit for the analyzed asynchronous techniques performances was the number of constraint
checks. As known, the verified constraints quantity evaluates the local effort given by each agent. By analyzing
the graphics from the figure 3(a), where we represented graphically the number of constraint checks for obtaining
the solution, we notice the fact that the nogood processor technique was effective on the basic AWCS technique
performances. Among the analyzed versions we notice the performances given by the AWCS22, AWCS24 and
AWCS25 versions. The three versions had a smaller number of constraints for both problem classes: sparse and
difficult problems. Still there is to be remarked the most difficult problem (n=30,m=2.7), the best behavior the
AWCS25 version had, when the manipulation of the nogood processor was made only by the agent with the highest
priority among the neighbors, comparisons being made with respect to the old priorities.

In the last graph, figure 3(b), we presented the experimental results and the comparative study for the 8 versions,
but with respect to the message stream. We counted the messages stream (which means the quantity of ok and
nogood messages). It must be stressed that we counted only the nogood messages changed by agents, and we didn’t
calculate the messages necessary to send the nogood values to the nogood processors. The previous observations,
were made during the evaluation with respect to the number of constraints stay in use, remarking the performances
of the AWCS22, AWCS24 and AWCS25 techniques. By analyzing the experimental results obtained, one can notice
that the best results were obtained for the versions derived from the AWCS21 case, a centralized nogood processor.
In these cases there have been better results for performances, relative to the basic version AWCS.

5 Summary and Conclusions

In this article we tried the adaptation of the nogood processor technique for the AWCS. When a nogood is
discovered during the solution searching process, this value is sent and stored by a nogood processor. Later, when
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the search for a new value for a certain agent is tried, it is supplementary verified if that association (assignment)
along with the values of the higher priority agents didn’t exist and, therefore, it is eliminated from the searching
tree.

It is proposed a solution of distributing the nogood processors to agents, in regard to the order of the agents,
with the purpose of reducing the searching and storing techniques. We experimentally analyzed the benefits the
nogood processor technique brings to enhancing the performances of the AWCS technique, by identifying few
distribution means that bring enhancements to the efficiency.

We analyzed more versions obtained by distributing the nogood values to more nogood processors for each
agent. For identifying the higher priority agents we took into account the current priority of the agent (being in
current-view) and the old priorities stored in the nogood-store lists.

The more performing versions have been obtained by distributing the nogood values just to the agent with the
highest priority among the neighbors (reported to the current priority or the old one, stored). Enhancements of the
performances have also been obtained in the case of the centralized nogood with old priority.

The evaluations have shown a reduction of the message stream, of the number of verified constraints for ob-
taining the solution. By distributing the nogood values and the nogood processors we obtained enhancements of
performances.
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Abstract: The weakly decomposition of a graph that is the partition of the set of vertices
in three classes A, B, C such that A induces a connected graph, and C is totally adjacent to B
and totally nonadjacent to A. This paper presents a recognition algorithm of dart-free graphs,
using the weakly decomposition.
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1 Introduction

Let G = (V,E) be a graph. In different problems from the theory of graphs, particularly in the building
of some recognition algorithms, frequently appears a type of partition of the set of vertices in three classes A, B, C
such that A induces a connected graph, and C is totally adjacent to B and totally nonadjacent to A. The introduction
of the notion of weakly decomposition (C.Croitoru, E. Olaru and M. Talmaciu [3] , see also [5] ) and the study of
its properties allows the building of recognition algorithms of dart-free graphs.

2 Notations and fundamental definitions

All graphs in this work are undirected, with no loops or multiple edges. A graph is denoted G = (V,E).
G(X) denotes the subgraph induced by vertex set X , and for A ⊂ V , G−A = G(V −A). The neighborhood of
a vertex x is NG(x) = {y �= x|xy ∈ E}, denoted N(x) when there is no ambiguity. The neighborhood of a set of
vertices A is N(A) = (∪x∈AN(x))−A. The complement of the graph G is denoted by G and the non-neighborhood
of a set of vertices A is NG(A) = {y ∈V −A|xy /∈ E,∀x ∈ A}. A clique is a set of pairwise adjacent vertices, and is
said to induce a complete subgraph. The maximum size of a clique in G is the clique number of G and is denoted
ω(G). If k is a positive integer, a k-coloring of G is any assignment c : V → {1, ...,k} with the property that for
each i ∈ {1, ...,k} the set c−1(i) = {v|v ∈ V,c(v) = i} is a stable set in G, that is a set of mutually non-adjacent
vertices. The least possible number k of colors (the set Si = c−1(i) is called the color class i of the coloring c) for
which a graph G has a k-coloring is called the chromatic number of G and is denoted χ(G). A Kn is a complete
graph on n vertices, and a Pn is a chordless path on n vertices. The maximum size of a stable set in G is denoted
α(G). If G is a graph with ω = ω(G) and α = α(G), a k-stable set or a k-clique (k is a positive integer) will
mean a clique or a stable set of size k. Connectivity k(G) of a graph G is the minimum number of vertices whose
removal from G results is a disconnected graph or the trivial graph. A graph G is said to be n-connected, n≥ 1, if
k(G) ≥ n. An vertex v of a graph G is called a cut-vertex of G if k(G− v) ≥ k(G); thus, a vertex of a connected
graph is a cut-vertex if its removal produces a disconnected graph. A cutset in a graph G is any set C of vertices
such that G−C is disconnected. A star-cutset is a cutset C having a vertex adjacent with all remaining vertices
of C. Let G1 = (V1,E1) and G2 = (V2,E2) be two graphs. We note with G1+ G2, K2-join of the graphs G1 and
G2, that means, the graph obtained from K2 by substituting its vertices with G1 and G2 and any vertex from G1 is
adjacent to any vertex from G2. The graph G1 +G2 will be called the sum of graphs G1 and G2. A set A of vertices
is totally adjacent with a set B of vertices (A∩B = /0) if ab is edge, for any a vertex of A and any b vertex of B (we
note with A∼ B).

3 Basic properties

In this section we recall the notions and the results establish in [5] necessaries in the next section. For
this we define the notion of weakly component, we establish its existence and we give a characterization for the
weakly decomposition of a graph.

Definition 1. Let G=(V,E) be a graph. A set of vertices, A, is called weakly set if NG(A) �= V −A and the
induced subgraph by A is connected. If A is a weakly set, maximal in relation to the inclusion, the subgraph
induced by A is called weakly component. For simplification, the weakly component G(A), will be noted with A.

The name of weakly component is justified by the next result.
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Theorem 1. Any connected and incomplete graph G=(V,E) admits a weakly component A such that G(V−A) =
G(N(A))+G(N(A)).

Theorem 2. Let G=(V,E) be a connected and incomplete graph and A ⊂ V. Then A is the weakly component
of G if and only if G(A) is connected and N(A)∼ N(A).

Definition 2. A partition (A,N(A),V −A∪N(A)), where A is a weakly set, is called weakly decomposition of
graph G in relation to A. We call A, the weakly component, N(A) the minimal cutset, and V −N(A) the remote set.

Theorem 3. If G = (V,E) is a connected and incomplete graph then the set of vertices V admits a weakly
decomposition (A,B,C) such that G(A) is a weakly component and G(V −A) = G(B)+G(C).

The Theorem 2 provides a polynomial algorithm for building a weakly decomposition for an incomplete and
connected graph.

Algorithm for the weakly decomposition of a graph
Input: A connected graph with at least two nonadjacent vertices, G = (V,E).
Output: A partition V = (A,N,R) such that G(A) is connected, N = N(A), A �∼ R = N(A).

begin
A := any set of vertices such that
A∪N(A) �= V
N := N(A)
R := V −A∪N(A)
while (∃n ∈ N, ∃r ∈ R such that nr �∈ E ) do

A := A∪n
N := (N−{n})∪ (N(n)∩R)
R := R− (N(n)∩R)

end
One can observe that [A]G is connected, N = NG(A), R �= /0 is an invariant of the algorithm.

4 The algorithm

In this section we establish the algorithms of recognition for the class of dart− f ree graphs.
A dart is the graph with vertices u, v, w, x, y and edges uv, vw, uy, vy, wy, xy; a graph is called dart− f ree if

it has no induced subgraph isomorphic to a dart.
In [1] L. Babel, A. Brandstadt and V. B. Le present a polynomial-time algorithm which solves the reconstruction

problem for BCD-free graphs (that are the graphs containing no induced copy of a banner, a chair, or a dart). A
banner is the graph with vertices u, v, w, x, y and edges uv, vw, uy, wy, xy. A chair is the graph with vertices u, v,
w, x, y and edges uw, vw, wy, xy.

In [2] V. Chvatal, J. Fonlupt, L. Sun, A. Zemirline present a polynomial-time algorithm to recognize dart-free
Berge graphs. A graph G is called Berge graph if neither G nor its complement contains a chordless cycle whose
length is odd and at least five.

In [4] C. Linhares Sales and F. Maffray present a polynomial-time algorithm to recognize dart-free perfectly
contractile graphs. An even pair is a pair of vertices such that every chordless path between them has even length.
A graph is perfectly contractile if every induced subgraph has a sequence of even-pair contractions that leads to a
clique.

In what follows, we give a characterization of a dart− f ree graph.
Theorem 4. Let G = (V,E) be connected with at least two nonadjacent vertices and (A,N,R) a weakly decom-

position with A weakly component. G is dart− f ree if and only if we have:
(a) G−A and G−R are dart− f ree graphs
(b) 1) � ∃n ∈ N, � ∃P3 : abc, P3 ∈ [A∪R] such that {n} ∼ {a,b,c};

2) � ∃v ∈ A, � ∃P3 : xyz, P3 ∈ [N] such that {v} ∼ {y} and {v} �∼ {x,y};
(c) ∀e = ab ∈ [N] with (N(a)∩ N(b)∩ A �= /0 or N(e) ∩ R is not clique) implies (N(a)∩ A)− N(b) = /0 and
(N(b)∩A)−N(a) = /0.

Proof. Let G be dart-free. Because the property of being dart- free is hereditary it results G−R and G−A
are dart-free. If it would exist n ∈ N and P3 : abc ∈ [A] such as {n} ∼ {a,b,c} then [{a,b,c,n,r}] is dart, for
every r ∈ R, because R ∼ N. Supposing that it would exist n ∈ N and P3 : abc, P3 ∈ [R] such as {n} ∼ {a,b,c}
then [{a,b,c,n, t}] is dart, because N is the neighborhood of A and consequently there exists t ∈ A, {t} ∼ {n}.
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Supposing that there exists v ∈ A and P3 : abc, P3 ∈ [N] such as vb ∈ E and va,vc �∈ E then [{a,b,c,v,r}] is dart, for
every r ∈ R, because R∼ N. Suppose that there exists e = ab ∈ [N] such as N(a)∩N(b)∩A �= /0 and we still have
(N(a)∩A)−N(b) �= /0. Let x ∈ N(a)∩A∩N(b) and y ∈ (N(a)∩A)−N(b). Because R �= /0 and R∼ N it follows
that {a,b} ∼ {r}, ∀r ∈ R, which means that [{a,b,x,y,r}] is dart. Suppose that there exists e = ab ∈ [N] such as
N(e)∩R is not a clique and still we have (N(a)∩A)−N(b) �= /0. Let x ∈ (N(a)∩A)−N(b). Because N(e)∩R is
not a clique, R �= /0 and R ∼ N it follows that there exists u,v ∈ R with {a,b} ∼ {u,v} and uv �∈ E, which means
that [{a,b,u,v,x}] is dart.

Suppose that conditions a), b) and c) are satisfied and still exists [D] = [{l,m,n, p,q}] dart, induced subgraph
of G such as d[D](q) = 1, d[D](l) = d[D](n) = 2, d[D](m) = 3 and d[D](p) = 4. Because G−A and G−R are dart-free
graphs, G and [D] are convex graphs, A �∼R it folows that D∩A �= /0, D∩N �= /0, D∩R �= /0. Because {p}∼D−{p},
A �∼ R, D∩A �= /0, D∩R �= /0 it follows that p �∈ A∪R, which means that p∈N. According to (b) 1), because p∈N,
{p} ∼ {l,m,n} it follows that {l,m,n} �⊂ A. (denoted 3)). According to (b) 1), because p ∈ N, {p} ∼ {l,m,n} it
follows that {l,m,n} �⊂ R. (denoted 4)).
i) If m ∈ A, as A �∼ R and {m} ∼ {l,n, p} it follows that {l,n} ⊆ A∪N. From (3) it results that {l,n} �⊂ A. Suppose
l ∈ N. Because R ∼ N and ql �∈ E it follows that q �∈ R. Vertex q �∈ A (otherwise: for n ∈ R, from R ∼ N, results
nl ∈ E, a contradiction; for n ∈ A∪N, results D∩R = /0, a contradiction). Supposing that q ∈ N, because D∩R �= /0
it follows that n ∈ R, but, in this case, from R∼ N, results qn ∈ E, a contradiction. Consequently, q �∈ N. So l �∈ N.
Similarly, it can be proved that n �∈ N. Because {l,n} ⊆ A∪N it follows that {l,n} ⊆ A, which contradicts the fact
that {l,m,n} �⊂ A. So, m �∈ A.
ii) If m ∈ R, because A �∼ R and {m} ∼ {l,n, p} it follows that {l,n} ⊆ R∪N. From 4) results {l,n} �⊂ R. Suppose
l ∈ N. Because R∼ N and ql �∈ E it follows that q �∈ R. The vertex q �∈ R (otherwise, from R∼ N, results mq ∈ E, a
contradiction). Supposing that q ∈ A, as mn ∈ E and A �∼ R it follows that n ∈ N∪R. Because ln �∈ E and R∼ N, it
results that n �∈R. So n∈N. But, in this case, (b) 2) is contradicted. Consequently, q �∈A. So l �∈N. Similarly, it can
be prooved that n �∈ N. Because {l,n} ⊆ R∪N it follows that {l,n} ⊆ R, contradicting the fact that {l,m,n} �⊂ R.
So, m �∈ R.
iii) Suppose m ∈ N. If q ∈ R then mq ∈ E, a contradiction. If q ∈ N, because D∩R �= /0 it follows that l or n belong
to R and then lq ∈ E or nq ∈ E, a contradiction. So q ∈ A. Because D∩R �= /0 it results that l or n belong to R.
If {l,n} ⊆ R, as R ∼ N and ln �∈ E results that (N(p)∩A)−N(m) = /0, a contradiction. Consequently {l,n} �⊂ R.
Suppose that l ∈ R. Then n �∈ R. As {l,n} �⊂ R, ln �∈ E and R∼ N results that n �∈ N. It follows that n ∈ A. We have
mp ∈ E([N]) with N(m)∩N(p)∩A �= /0 and still (N(p)∩A)−N(m) �= /0, contradicting c).

The above result leads to the following recognition algorithm.

Input: G = (V,E) a connected graph with at least two nonadjacent vertices.
Output: An answer to the question: Is G a dart-free graph ?

1. { L = G; // L a list of graphs
2. while (L �= /0)

{ extract an element H from L;
find a weakly decomposition (A,N,R) for H;
if (∃n ∈ N,∃P3 : abc,P3 ∈ [A∪R] such that {n} ∼ {a,b,c})

or (∃v ∈ A,∃P3 : xyz,P3 ∈ [N] such that {v} ∼ {y}
and {v} �∼ {x,y})
or ((∃e = ab ∈ E([N]) such that (N(a)∩N(b)∩A �= /0
or N(e)∩R is not clique )
and ((N(a)∩A)−N(b) �= /0 or (N(b)∩A)−N(a) �= /0)) then

Return: G isn’t dart− f ree;
else introduce in L the connected components of G−R, G−A incomplete

3. Return: G is dart− f ree }
}
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Performance Analysis of Spatial Data Indexing

Bogdan Oancea, Razvan Zota

Abstract: Applications likes spatial databases systems, CAD, GIS, robotics have to be able
to manage large volumes of data and require for access methods to perform spatial queries
in reasonable time. The most used access method for spatial data is the R-tree or one of
its multiple versions. In this paper we present the main characteristics of R-trees and R*-
trees and propose an improved insertion algorithm. Experiments showed that our proposal
improved the speed of insertion operation into an R-tree with about 30 percent comparing
with the original R*-tree.
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1 Introduction

Spatial data arise in several applications, including geographical information systems (GIS), computer-aided
design (CAD), computer vision and robotics. Therefore, spatial database systems and other applications designed
to store, and operate spatial data have received considerable attention over the last years. These systems have to
be able to manage large volumes of data and require for access methods to perform spatial queries in reasonable
time. Disk based index structures for spatial data have been researched extensively - see for example the survey by
Gaede and Gaunther [7].

Especially the R-tree [3] and its numerous variants have emerged as practically efficient indexing methods.
R-tree applications cover a very wide spectrum, from spatial and temporal to multimedia databases. The initial
application that motivated Guttman to his research was VLSI design - how to efficiently answer whether a space is
already covered by a chip or not. Handling rectangles quickly found application in geographical and spatial data,
including GIS image or video/audio retrieval systems, time series and chronological databases.

Nowadays, spatial databases and geographical information systems have been established as a mature field,
spatiotemporal databases and manipulation of moving points and trajectories are being studied extensively, and
multimedia databases able to handle new kinds of data like images, music, or video, are being developed. An
application in all these cases should rely to R-trees as a necessary tool for data storage and retrieval.

This paper is organized as follows: in section 2 we make an overview of the original R-tree and the R*-tree
that proves to be the most efficient and widely-used variant of R-trees. In section 3 we propose a new strategy for
treatment of the overflow, section 4 presents experimental results while section 5 concludes the paper.

2 R-tree

R-trees are hierarchical data structures based on the B+trees. They are used for the dynamic organization of
a set of d-dimensional geometric objects representing them by the minimum bounding d-dimensional rectangles
(called MBR in the rest of the paper). Each node of the R-tree corresponds to the MBR that bounds its children.
The leaves of the tree contain pointers to the database objects instead of pointers to children nodes.

It must be noted that the MBRs that surround different nodes may overlap each other which means that a
spatial search may visit many nodes before confirming the existence of a given MBR. Also, it is easy to see that
the representation of geometric objects through their MBRs may result in false alarms. To resolve false alarms, the
candidate objects must be examined.

An R-tree of order (m, M) has can be defined as follows [3]:

• 1. Unless it is the root, each leaf node can accomodate up to M entries, whereas the minimum allowed
number of entries is m ≥ M/2. Each entry is of the form (MBR, ObjID), such that MBR is the minimum
bounding rectangle that spatially contains the object and ObjID is the objects identifier;

• 2. An internal node can store a number of entries between m ≥ M/2 and M. Each entry is of the form
(MBR, ptr), where ptr is a pointer to a child of the node and MBR is the minimum bounding rectangle that
spatially contains the MBRs contained in this child;

• 3. The minimum allowed number of entries in the root node is 2, unless it is a leaf;



Performance Analysis of Spatial Data Indexing 337

• 4. All leaves of the R-tree are at the same level;

From the above definition of the R-tree it is simple to conclude that it is a height-balanced tree. Figure 1 shows
the MBRs of some geometric data and figure 2 shows a way a organizing these rectangles in an R-tree (it is obvious
that there are several R-trees that can represent the MBRs, depending on the order of inserstions).
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Figure 1: An example of some MBRs
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Figure 2: The corresponding R-tree

Insertions of new objects into an R-tree are directed to leaf nodes. The node that will be least enlarged is chosen
at each level. Finally, the object is inserted in an existing leaf if there is space for a new entry, otherwise a split
takes place. Guttman, in the original paper [3] proposed three alternative algorithms to handle splits, which are of
exponential, quadratic and linear complexity:

• Exponential: all possible groupings are exhaustively tested and the best is chosen with respect to the mini-
mization of the MBR enlargement.

• Quadratic: choose two objects as seeds for the two nodes. These objects if put together should create as
much dead space as possible (dead space is the space that remains from the MBR if the areas of the two
objects are ignored). Until there are no remaining objects, choose for insertion the object for which the
difference of dead space if assigned to each of the two nodes is maximized, and insert it in the node that
requires smaller enlargement of its respective MBR.

• Linear split: choose two objects as seeds for the two nodes, where these objects are as furthest as possible.
Consider each remaining object in a random order and assign it to the node requiring the smaller enlargement
of its respective MBR.

Guttman proposed using the quadratic algorithm as a good compromise in order to achieve a reasonable per-
formance for spatial queries. For a detailed description of the algorithms used for inserting, deleting a node into n
R-tree or searching an object in an R-tree the reader is invited to consult the original paper [3].
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Proposed in 1990 [4], R*-trees are widely accepted in the literature as a prevailing performance-wise structure
that is often used as a basis for performance comparisons. The R*-tree follows a sophisticated node split technique
called forced reinsertion. According to this technique, when a node overflows, p entries are extracted and reinserted
in the tree (p being a parameter, with 30 percent a suggested optimal value).

The R-tree is based solely on the area minimization of each MBR. On the other hand, the R*-tree goes further
considering the following criteria:

• Minimization of the area covered by each MBR. This criterion minimize the dead space to reduce the
number of paths pursued during query processing.

• Minimization of overlap between MBRs. The larger the overlapping, the larger is the expected number
of paths followed for a query. This criterion has the same objective as the previous one, i.e. reducing the
number of paths pursued during query processing.

• Minimization of MBR perimeters. This criterion tries to give more quadratic rectangles, to improve the
performance of queries that have a large quadratic shape.

• Maximization of storage utilization. When utilization is low, more nodes tend to be invoked during query
processing.

The R*-tree follows an engineering approach to find the best possible combinations of these criteria. This
approach is necessary, because the criteria can become contradictory.

For the insertion of a new entry, one have to decide which branch to follow, at each level of the tree. This
algorithm is called ChooseSubtree. The complete description of this algorithm can be found in [4].

In case ChooseSubtree selects a leaf that cannot accommodate the new entry the R*-tree does not immediately
resort to node splitting. Instead, it finds a fraction of the entries from the overflowed node and reinserts them.
The set of entries to be reinserted are those whose centroid distances from node centroid are among the largest 30
percent. The reinsertion algorithm achieves a tree rebalancing and improves performance during query processing.
However, reinsertion is a costly operation. Therefore, only one application of reinsertion is permitted for each level
of the tree. When overflow cannot be handled by reinsertion, node splitting is performed according to a elaborate
algorithm.

3 A strategy for the treatment of the overflow

Our experimental studies showed that forced reinsertion is a time consuming technique that makes the building
procedure of an R*-tree by repeated insertions of the new nodes time critical. Instead of this classical approach we
propose a technique that significantly reduces the CPU time needed to build the R-tree by insertions.

Our insertion heuristic improves the shape of the R-tree so that the tree achieves a more efficient shape, the
number of nodes being smaller and with an improved storage utilization. This technique redistributes data among
neighboring nodes when it is possible in order to reduce the total number of newly created nodes.

In the case of node overflow, we can examine all other nodes to see if there is another node at the same level able
to accommodate one of the overflowed nodes rectangles. Thus, the split could be prevented. A split is performed
only when all nodes are completely full. To reduce the insertion cost, we have to redistribute an entry from the
overflowed node we do not examine all nodes but only the neighboring nodes when.

In case of node overflow, our algorithm proceeds as follows :

• 1. examines the parent node, to find the MBRs that overlap the MBR of the overflowed node.

• 2. each record in the overflowed node is examined to see if it can be moved to the nodes corresponding to
the previously found overlapping MBRs.

• 3. records are moved only if the resulting area of coverage for the involved nodes does not have to be
increased after the moving of records.

• 4. if no movement is possible, a normal node split takes place.

This approach will reduce the time needed for insertion, fact that is proved by our experiments. The time for a
spatial query is about the same like R*-trees but the memory usage is improved about 95 percent of nodes are full
in out approach, comparatively with R*-trees that have a fill factor of about 70 percent.
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4 Experimental results

We have conducted a series of experiments to show that the algorithm described above is faster than the forced
reinsert used by the original R*-trees. We have implemented the original version of the R*-tree and the modified
one using the Java programming language.

Then, we have measured the time needed for building the tree in these two versions using 3 synthetic data sets:
the first data set consists of 100.000 polygons, the second has 200.000 polygons and the third data set has 400.000
polygons. All polygons are uniform distributed in the square [(0; 1) ,(0;1)]. After building the tree we executed a
number of spatial queries, where the query window has a square shape and is uniform distributed over the MBR of
the data set.
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Figure 3: Time needed for building the tree
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Figure 4: The average time needed for a spatial query

The programs was executed on a computer with an AMD Duron processor at 1.4GHz and 512 MB of main
memory. The Java virtual machine was started with -Xmx400Mb option. Figures 3 and 4 shows the results.

From these figures in can easily be concluded that our modified version of the R-tree is about 30 percent faster
then the R*-tree regarding the building of the tree by repeated insertion. These results is due to the fact that our
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modified version reduces the number of created nodes, avoiding splitting of a node until it is absolutely necessary.
Thus, our locality approach makes the procedure of dynamically building the tree faster and also using less

memory than the original version of the R*-tree. The spatial query time is almost the same in the two cases: our
modified R-tree and the original R*-tree.

5 Summary and Conclusions

Since Guttman [3] first proposed the R-tree in 1984 as an efficient method for spatial data indexing, many
applications like computer vision, CAD, GIS, multimedia databases uses a variant of the R-tree as a spatial access
method. R*-trees, a version of R-tree, are widely accepted in the literature as a prevailing performance-wise
structure that is often used as a basis for performance comparisons. In this paper we compared the performance
of the insertion algorithm of the R*-tree with our version that replaces the forced-reinsertion technique with a new
one described above. Our experiments showed that our approach improves the speed of insertion operation with
about 30 percent comparing with the original R*-tree approach.
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Mining Multi-Level Association Rules Using FP-Tree and AFOP-Tree

Mirela Pater, Cornelia Győrödi, Robert Győrödi, Alina Bogan-Marta

Abstract: Association rule mining is a central problem in discovering knowledge. It finds
interesting association or correlation relationships among a large set of data items. In this pa-
per, the horizon of frequent pattern mining is expanded by extending single-level algorithms
for mining multi–level and multi–dimensional frequent patterns. There are presented two
algorithms that extract multi-level association rules from databases using two efficient data
structures: FP-Tree and AFOP-Tree. A comparison study is made between these algorithms.
The compared algorithms are presented together with some experimental data that leads to
the final conclusions.

1 Introduction

The explosive growth of many business and scientific databases has far outpaced our ability to interpret and
digest this data. Data Mining refers to extracting or “mining’ knowledge from large amount of data. Data mining
therefore appears as a useful tool to address the need for sifting useful information such as hidden patterns from
databases. The aim of data mining is the discovery of patterns within data stored in databases.

Association mining searches for interesting relationship among items in a given database and displays it in
a rule form, i.e. as “if customers buy product x then they also buy product y“ [4]. With the massive amounts
of data continuously being collected and stored in databases, many industries are becoming interested in mining
associations among data. Market basket analysis is a typical example among various applications of association
mining. The association rules are considered interesting if they satisfy both a minimum support threshold and a
minimum confidence threshold [3].

Finding frequent itemsets is one of the most investigated fields of data mining. The problem was first presented
by Agrawal [2]. The subsequent paper of Agrawal and Srikant [1] is considered as one of the most important
contributions to the subject. Its main algorithm, APRIORI, not only influenced the association rule mining com-
munity, but it affected other data mining fields as well. Association rule and frequent itemset mining became a
widely researched area, and hence faster and faster algorithms have been presented.

Frequent pattern mining plays an essential role in mining associations, as shows Agrawal and Srikant [2] and
Klemettinen et al. [7], in multi-level and multi-dimensional patterns, as shows Runying Mao [6], and many other
important data mining tasks. Mining frequent patterns in transaction databases, multi-level databases, and many
other kinds of databases has been studied popularly in data mining research.

A very influential association rule mining algorithm, APRIORI [1], has been developed for rule mining in large
transaction databases. Many other algorithms developed are derivative and/or extensions of this algorithm. A large
step forward in improving the performances of these algorithms was made by introduction of a novel, compact data
structure, called frequent pattern tree, or FP-TREE [2], and the associated mining algorithms, FP-GROWTH [3].
Although these studies are on sequential data mining techniques, algorithms for multi-level mining of association
rules have also been proposed [5],[6][8],[9]. Later, another compact data structure was proposed to represent
conditional databases, called Ascending Frequency Ordered Prefix-Tree – AFOPT [10] more efficient.

Most of the previous studies, adopt a heuristic/greedy search techniques, APRIORI -like approach, which is
based on an anti-monotone Apriori heuristic described by Agrawal and Srikant [1]: if any length k pattern is not
frequent in the database, its length (k +1) super-pattern can never be frequent.

The essential idea is to iteratively generate the set of candidate patterns of length (k + 1) from the set of frequent
patterns of length k (for k ≥ 1), and check their corresponding occurrence frequencies in the database.

This paper presents and compares two algorithms implemented using this two data structure (FP-Tree and
AFOP-Tree) for representing conditional databases.

2 Multi-level frequent pattern mining

For mining multiple-level association rules, concept taxonomy should be provided for generalizing primitive
level concepts to high level ones.
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Frequent pattern mining is used in many data mining applications, e.g., market-basket data analysis, web log
mining and biological data mining. It can also serve as a feature selection tool for classification and clustering.
The problem was first introduced by Agrawal [1] in the context of transactional databases.

It can be stated as follows: Let I = { i1, i2, . . ., in } be a set of items and D = { t1, t2, . . . , tN}be a transaction
database, where ti (i ∈ [1, N]) is a transaction and ti ⊆ I. Every subset of I is called an itemset. If an itemset contains
k items, then it is called a k-itemset. The support of an itemset l in D is defined as the percentage of transactions
in D containing l, i.e. support(l) =‖{t|t ∈ D

∧
I ⊆ t}‖/‖D‖. If the support of an itemset exceeds a user-specified

minimum support threshold, then the itemset is called a frequent. The task of the frequent pattern mining problem
is given a transaction database and a minimum support threshold, to enumerate all the frequent patterns.

The main issues in frequent patterns mining are: (1) to reduce the database scanning times since in many cases
the transactional database is too large to fit into the main memory, and scanning data from disk is very costly; (2)
to reduce the search space since every subset of I can be frequent and the number of them is exponential to the
number of items in I ; and (3) to count support efficiently, naive subset matching is quite costly due to the large
size of the database and the large number of potential frequent itemsets.

Multi-level frequent pattern mining is a very promising research topic and plays an invaluable role in real
life applications. The classic frequent pattern mining algorithms (APRIORI, FP-Growth) have been focusing on
mining knowledge at single concept levels. It is often desirable to discover knowledge at multiple concept levels
that are interesting and useful.

To find relatively frequently occurring patterns and reasonably strong rule implications, a user or an expert
may specify two thresholds: minimum support, and minimum confidence. Notice that for finding multiple-level
association rules, different minimum support and/or minimum confidence can be specified at different levels. The
process of mining association rules is expected to first discover large patterns and strong association rules at the
top-most concept level.

A method for mining multiple-level association rules uses a hierarchy information encoded transaction table,
instead of the original transaction table, in iterative data mining.

3 Multi-level FP-Growth algorithm (MLFP-Growth)

The Apriori heuristic achieves good performance gain by (possibly significantly) reducing the size of candidate
sets. However, in situations with prolific frequent patterns, long patterns, or quite low minimum support thresholds,
an Apriori -like algorithm may still suffer because it is costly to handle a huge number of candidate sets and it is
tedious to repeatedly scan the database and check a large set of candidates by pattern matching, which is especially
true for mining long patterns.

FP-Tree’s efficiency of mining is achieved with three techniques: (1) a large database is compressed into a
highly condensed, much smaller data structure, which avoids costly, repeated database scans, (2) FP-tree-based
mining adopts a pattern fragment growth method to avoid the costly generation of a large number of candidate
sets, and (3) a partitioning-based, divide-and-conquer method is used to decompose the mining task into a set of
smaller tasks for mining confined patterns in conditional databases, which dramatically reduces the search space.

The FP-growth method is efficient and scalable for mining both long and short frequent patterns, and is about
an order of magnitude faster than the Apriori algorithm and also faster than some recently reported new frequent
pattern mining methods. FP-growth is at least an order of magnitude faster than Apriori, and such a margin grows
even wider when the frequent patterns grow longer. Many strong associations discovered at rather high concept
levels are common sense knowledge. Therefore, a mining system with the capabilities to mine association rules at
multiple levels of abstraction and traverse easily among different abstraction spaces is more desirable.

Multi-level databases use hierarchy-information encoded transaction table, in the transaction table each item is
encoded as a sequence of digits [12].

Example: The item “Fruit’ is encoded as 0.1 according to the example below (Fig. 1). The first digit ‘0’
represents “Root’ at the first level, the 2nd digit represents “Fruit’ in the 2nd level, 3rd level the first digit “0.1.1’ is
“Apple”. Digit’s can be used to transform items into categories. Sometimes the information is not straightforward
but it can be obtained easily. The information required to create such a database is either implicit (for example the
cabbage is a vegetable which can be considered food) or it’s provided by the user.

Table 1, contains category codes and a description for each code (category or item) which is only needed for
the final display. The codes and the descriptions for table 1 are extracted from figure 1.

Let I = { a1,. . . am} be a set of items, and a transaction database DB = {T1, T2,. . . Tn}, where Ti (i∈[1..n]) is a
transaction which contains a set of items in I.
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Figure 1: Hierarchy-base multi-level database

Code Description
0 Root
01 Fruit
02 Vegetable
011 Apple
012 Pear
0111 Red Apple
0112 Green Apple

Table 1: Category code and description

Mining single-level databases, is like mining information from the lowest concept-level, which contains the
products IDs (like 0.1.1.1, or milk 2% in real life). This information is sometimes too dense, and unnecessary,
because more general information is required.

By using the FP-Tree algorithm only 2 scans of the database are made and no candidate sets are being generated,
thus the top-down progressive method doesn’t help. The information gained at a high concept level is insufficient
for the following concept levels. Thus, a new scan of the database is required to get the missing information. This
way, to get information from the lowest concept level will require at least n+1 scans of the database.

In conclusion, this method is inefficient when using FP-Tree. Still, when getting information from the lowest
level, the FP-Growth algorithm, directly used on the last concept level, is faster than multi-level Apriori [15]. To
get the information needed for the k concept level there are 2 methods:

a. directly use FP-Tree on the requested concept level

b. if information from a level lower than k is available , information for the K level can be obtained from the
L-level (L>K) (FP-Tree without scanning the database, or by scanning just a few transactions

3.1 FP-Tree directly on the K-concept level

We consider a database with 3 concept levels which has items like the ones in figure 1 (the root is not considered
a concept level in this example). The database may have many more concept levels, however only 3 are used for
the examples from sections 5 and 6.

Using directly the FP-Growth algorithm on the lowest concept level (or the level we need) will require only 2
scans of the database as opposed to k+1 scans with the method described at 3. We consider a database with the
transactions presented in the left part of table 1. It can be seen that each item is identified by 3 numbers. Each
number identifies the item on its respective concept level.

If we are interested in 2nd level information (frequent itemsets from the 2nd concept level) we will use only
the first 2 numbers from the item identifier. If the minimum support is 3 then, after the first step of the FP-Tree
algorithm we get the results presented in the right part of table 2. During the 2nd step of the algorithm we get the
following tree (figure 2) from which the information requested can be extracted using the FP-Growth algorithm.
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Figure 2: 2nd concept level FP-Tree

TID Items Bought (Ordered)Frequent 2nd-lvl categories
1 3.1.1, 1.2.2, 2.2.3, 2.1.1, 1.1.4 1.1, 1.2, 2.1, 3.1
2 2.1.2, 4.1.1 2.1, 4.1
3 2.1.2, 4.1.2, 5.1.3 2.1, 4.1
4 1.2.3, 1.1.2, 3.1.1, 4.1.1 1.1, 1.2, 3.1, 4.1
5 1.1.2, 3.1.1, 1.2.3 1.1, 1.2, 3.1

Table 2: A transaction database as running example

Notice that items (categories) 2.2 and 5.1 have been pruned from the header because they do not meet minimum
support.

3.2 Obtaining a K-level FP-Tree from a L-level one

This method allows us to obtain information for level K when have already obtained the results for level L
which is a lower concept level than K. The FP-Tree obtained for level L contains almost information to build the
FP-Tree required for level K the only information missing is the one from the items that did not meet minimum
support. These items may affect the K-level FP-Tree.

In step 1, the new K-level FP-Tree needs a header which has k-level items. This is header is partial and may
be completed at step 2. Step 3 complete the L-level tree and add to the tree the part of the transactions which
contain the added nodes. Then, in step 4, the K-level tree header was completed at step 2 and contains item IDs
corresponding to concept level K. They might need to be reordered by support. To find the support of items from
level K we use a recursive algorithm on the L-level FP-Tree. Finally, in step 5, starting from each terminal item of
the L-level tree we follow their conditional patterns and extract all the K-level items that appear and their support.
If a k-item appears more than once we consider it only once but sum their supports. We create an itemset which is
added to the new K-level tree just like a transaction would be added to an FP-Tree. In the end a K-level FP-Tree is
obtained (figure 3), from which, by using the FP-Growth algorithm, we can obtain the frequent itemsets from the
first concept level.

Notice that category 5 was pruned because it didn’t meet minimum support. Although it is rare in practice, if no
items were pruned from the L-level FP-Tree, then steps 2 & 3 are not required, and the database is not accessed at
all. Thus, if we have the FP-Tree for the lowest concept level with no pruned items, then we can obtain information
for any concept level without accessing the database. This is useful to know when we need information for more
than one concept level

4 Multi-level AFOPT algorithm (ML-AFOPT)

The algorithm is obtained by extending the classic AFOPT algorithm [9] for multi-level databases ML-AFOPT
[12]. The algorithm uses a compact data structure to represent the conditional databases, and the tree is traversed
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Figure 3: K-level FP-Tree

top-down. The combination of the top-down traversal strategy and ascending frequency order minimizes both
the total number of conditional databases and the traversal cost of individual conditional databases. By using the
AFOPT algorithm no candidate sets are being generated, thus the top-down progressive method doesn’t really help.
The information gained at a high concept level is insufficient for the following concept levels. Thus, a new scan
of the database is required to get the missing information. This way, to get information from the lowest concept
level will require at least n+1 scans of the database. In conclusion, this method is inefficient when using pattern
algorithms. Still, when getting information from the lowest level, the AFOPT algorithm, directly used on the last
concept level, is faster than candidate generation and testing algorithms for multi-level.

The AFOPT structure is a compact representation of the conditional databases. It contains the complete infor-
mation for mining frequent itemsets from the original database. The size of the AFOPT structure is bounded by,
but usually much smaller than, the total number of frequent item occurrences in the database.

Like in AFOPT, this algorithm, ML-AFOPT [12], first traverses the original database to find frequent items or
frequent abstract levels. These are sorted in ascending order and sort them in ascending frequency order. Then
the original database is scanned the second time to construct an AFOPT structure to represent the conditional
databases of the frequent items. First, a header is constructed, using only the items (categories) that pass the
minimum support threshold, and which are ordered in an ascending order, unlike in the FP-Growth algorithm
which items are in descending frequency order.

Figure 4: AFOP-Tree

The conditional database of an item i include all the transactions containing item i, and infrequent items and
those items before i are removed from each transaction. Arrays are used to store single branches in the AFOPT
structure to save space and construction cost. Each node in the AFOPT structure contains three pieces of infor-
mation: an item id, the count of the itemset corresponding to the path from the root to the node, and the pointers
pointing to the children of the node.

To get the information needed for the k concept level there are 2 methods, like in MLFP-Growth algorithm:

a. directly use AFOPT on the requested concept level
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Item Sup
3.1.1 4
1.2.2 3
2.2.3 1
2.1.1. 1
1.1.4 1
1.1.2 5
2.1.2 2
4.1.1 2
4.1.2. 1
5.1.3 1
1.2.3 2

Table 3: Items from database

b. if information from a level lower than k is available , information for the K level can be obtained from the
L-level (L

Figure 5: K-level AFOP-Tree

This method allows us to obtain information for level K when we have already obtained the results for level L
which is a lower concept level than K. In the end a K-level AFOP-Tree is obtained (figure 5), from which, by using
the FP-Growth algorithm, we can obtain the frequent itemsets from the first concept level.

5 Comparison study and conclusions

Using multiple-level databases we have the ability to focus our attention on discovering informative rules
between categories, or even between an item and a category, not just rules between items. Using candidate set
generation is costly, especially when there are prolific patterns and/or long patterns.

Given a conditional database, two different structures are created to represent it a particular traversal strategy
for each structure is used: (1) the FP-tree structure (items are ordered in descending frequency order) and the
bottom-up traversal strategy, and (2) the AFOPT (items are ordered in ascending frequency order) structure and
the top-down traversal strategy.

If a conditional database can be represented by a single branch using FPtree structure, then it can also be
represented by a single branch using the AFOPT structure, however if a conditional database can be represented
by a single branch in the AFOPT structure, it may contain multiple branches in the FP-tree. If the cost of visiting
a single node in the above structures is assumed the same, then, the AFOPT structure combined with the top-down
traversal strategy needs the least traversal cost. Thus, using the AFOPT structure, the number of node visits is
minimal.

One of the important factors that slow the FP-Tree algorithm is database access. The more distance there is
between concept levels K and L the more missing information there may be which forces a costly database access.
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If no information is mission between levels K and L the only reason to access the database would be for support
check and sometimes not even that is required.

Descending frequency order is used in FP-tree. This improves the possibility of prefix sharing. Hence FP-tree
is more compact than the AFOPT structure. It is possible that all the conditional databases of a frequent itemset’s
frequent extensions can be represented by a single branch using FP-tree structure, and the AFOPT structure
requires multiple branches. In this case, both algorithms do not need to construct new conditional databases, but
the AFOPT algorithm needs more traversal cost. The possibility that this situation happens is much lower than the
possibility that a single conditional database can be represented by a single branch.

The AFOPT structure may contain more nodes than the FP-tree structure because the ascending frequency
order reduces the possibility of prefix sharing. However, the FP-growth algorithm needs to maintain parent links
and node-links at each node, which incurs additional construction cost and consumes more space. Arrays are used
to store single branches in the AFOPT structure, which can lead to significant space saving and construction cost
saving.

Figure 6: AFOPT vs. FP-Growth

The push right step is needed because otherwise, an item’s conditional database would consist of multiple
subtrees, the number of which is exponential to the number of items before that item in worst case, while the
number of merging operations needed is equal to the number of items before that item in worst case. To save the
traversal cost, the merging operation is performed. The items are sorted in descending frequency order in FP-Tree,
which improves the possibility of prefix sharing. Hence FP-Tree is more compact than the AFOPT structure.

Applying the algorithm at chapter 3 on an AFOPT structure will be about the same as applying the transforma-
tion on an FP-Tree, because the same (maximal) frequent patterns are extracted, the only difference being the order
(reversed). On the other hand, as stated earlier, the AFOPT algorithm needs less traversal cost than the FP-Growth
algorithm. Thus, the use of the AFOPT algorithm is more recommended (fig.6).

The AFOPT algorithm traverses the trees in top-down depth-first order, and the items in the prefix-trees are
sorted in ascending frequency order. The combination of these two methods is more efficient than the combination
of the bottom-up traversal strategy and descending frequency order, which is adopted by the FP-Growth algorithm.
Both of the above two combinations are much more efficient than the other two combinations - the combination of
the top-down traversal strategy and the descending frequency order, and the combination of the bottom-up traversal
strategy and the ascending frequency order.

Experiments were conducted on a 1.6 Ghz Athlon XP with 256 MB memory running Microsoft Windows XP
Professional using a real database of 50000 entries in 6000 transactions. All codes were done in Java and compiled
using the Eclipse Platform.
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Operational Security Metrics for Large Networks

Victor-Valeriu Patriciu, Iustin Priescu, Sebastian Nicolăescu

Abstract: Managing the security of large networks has become a critical issue in the era
of Internet economy. As any other process, security can not be managed, if it can not be
measured. The need for metrics is important for assessing the current security status, to
develop operational best practices and also for guiding future security research. This paper
presents some metrics used by large ISP-es to monitor the level of security in their networks.

Keywords: network security, metrics, vulnerabilities, risk, monitoring

1 Introduction

The current strategies for evaluating or validating IT systems and network security are focused on:
• Examining the results of security assessments, including red-teaming exercises, penetration testing, vulnera-

bility scanning, and other means of probing defenses for weaknesses in security, and
• Examining the building blocks, processes, and controls associated with security efforts to infer the prevalence

of vulnerabilities. Activities include auditing business processes and procedures for security policy compliance,
assessing the quality of security in infrastructure components, and reviewing system development and administra-
tion processes for security best practices.

These measurement strategies are not good enough considering higher frequency the new vulnerabilities are iden-
tified, and the shorter interval the exploit becomes available to the attackers after the vulnerability is publicly
announced. As practice showed that any prevention mechanism may fail, a real-time security monitoring strategy
and a set of good metrics would help both to determine the status of IT security performance, and to enhance it by
minimizing the windows of exposure to the new vulnerabilities.

IT security metrics can be obtained at different levels within an organization. Detailed metrics, collected at the
system and network level, can be aggregated and rolled up to progressively higher levels, depending on the size
and complexity of an organization. If measurements are instantaneous snapshots of a particular measurable param-
eters, then metrics are more complete pictures, typically comprised of several measurements, baselines, and other
supporting information that provide context for interpreting the measurements. Good metrics are goal-oriented and
should have the following features: specific, measurable, comparable, attainable, repeatable, and time dependent.

2 Standardization - Drivers and Results

Security performance measurement by using standardized metrics gained increasingly interest during the last
years with the help of guidelines, code of practices and standards accepted widely over the world, and with the
efforts of international organizations and companies. Code of practices like BS7799, ISO17799, NIST SP800-
33 are useful as a starting point for security measures in organizations. They focus mainly on providing sets of
controls, but the measurement of the quality and applicability of these controls is not handled in detail. In 2004,
Security Metrics (SECMET) Consortium was founded to define standardized quantitative security risk metrics for
industry, corporate and vendor adoption by top corporate security officers of the sector. Another standardization
effort is led by the Metrics Work Group of International Systems Security Engineering Association (ISSEA). This
group is tasked to develop metrics for Systems Security Engineering - Capability Maturity Model (SSE-CMM).
SSECMM has adopted the NIST 800-55 methodology of developing security and process metrics. The work group
has proposed 22 Process Areas (PA) for metrics development grouped in two sections: security base practices and
project and organizational base practices.

Meanwhile, governments around the world already released laws and regulations driving and facilitating IT secu-
rity measurements. Some example of laws and government regulations are: Gramm-Leach-Bliley Act (GLBA),
the Health Insurance Portability and Accountability Act (HIPAA), the Federal Information Security Management
Act of 2002 (FISMA) - for the US, and The Data Protection Directive 95/46/EC of the European Parliament - for
the EU.

The most important methods used to develop security metrics are: the IT performance assessment methodology,



350 Victor-Valeriu Patriciu, Iustin Priescu, Sebastian Nicolăescu

the stakeholder-based model and the capability-based model. Capability-based model is a product of SSE-CMM
international metric project. It addresses the functional capabilities: protect, detect, and respond. SSE-CMM
defines required performance of the best practices to generate specific results. IT performance assessment metho-
dology (coordinated by US Department of Defense) has three components: capabilities, attribute level, and specific
metrics. The attribute level addresses the requirement that support that mission and the specific metrics component
addresses specific measurable activities that support those mission requirements. The stakeholder-based model
views metrics from an organizational role perspective: stockholders, stockholders responsibility, stockholders in-
terest and actions.

The challenge of defining security metrics lies on the problem that metrics must be quantifiable information (like
percentage, average or absolute numbers) for comparison, applying formulas for analysis and tracking the changes.
The result from the manual collection or automated resources should be meaningful performance data and must be
based on IT security performance goals of the organization. Metrics should also be easily obtainable and feasible
to measure. But research methodology plays an important role here, not to have biased data as a result; and to
cover all dimensions of IT security from organizational (people), technical and operational points of view.

3 Metrics to Evaluate the Network Security Vulnerabilities

CERT reported in 2005 a number of 5,990 vulnerabilities, which represents an increase with 58% from 2004.
To determine the urgency and priority of response to vulnerabilities, organizations need models that would convey
vulnerability severity.
One such model is the Common Vulnerability Scoring System (CVSS), and it was designed to provide the end
user with an overall composite score representing the severity and risk of a vulnerability. The score is derived
from metrics and formulas. The metrics are in three distinct categories that can be quantitatively or qualitatively
measured. Base metrics contain qualities that are intrinsic to any given vulnerability that do not change over
time or in different environments. Temporal metrics contain vulnerability characteristics which evolve over the
lifetime of vulnerability. Environmental metrics contain those vulnerability characteristics which are tied to an
implementation in a specific user’s environment. The particular constituent metrics used in CVSS were identified as
the best compromise between completeness, ease-of-use and accuracy. They represent the cumulative experience
of the model’s authors as well as extensive testing of real-world vulnerabilities in end-user environments.

There are seven base metrics which represent the most fundamental features of vulnerability:
• Access Vector (AV) measures whether the vulnerability is exploitable locally or remotely.
• Access Complexity (AC) measures the complexity of attack required to exploit the vulnerability once an

attacker has access to the target system. The set of values is: high or low.
• Authentication (A) measures whether or not an attacker needs to be authenticated to the target system in order

to exploit the vulnerability. The set of values is: required or not required.
• Confidentiality Impact (CI) measures the impact on confidentiality of a successful exploit of the vulnerability

on the target system. The set of values is: none, partial or complete.
• Integrity Impact (II) measures the impact on integrity of a successful exploit of the vulnerability on the target

system. The set of values is: none, partial or complete.
• Availability Impact (AI) measures the impact on availability of a successful exploit of the vulnerability on

the target system. The set of values is: none, partial or complete.
• Impact Bias (IB) allows a score to convey greater weighting to one of three impact metrics over the other two.

The value can be normal (CI, II and AI are all assigned the same weight), confidentiality (CI is assigned greater
weight than II or AI), integrity (II is assigned greater weight than CI or AI), or availability (AI is assigned greater
weight than CI or II).

The temporal metrics which represent the time dependent features of the vulnerability are:
• Exploit Ability (E) measures how complex the process is to exploit the vulnerability in the target system. The

set of values is: unproven, proof of concept, functional, or high.
• Remediation Level (RL) measures the level of an available solution. The set of values is: official fix, tempo-

rary fix, workaround, or unavailable.
• Report Confidence (RC) measures the degree of confidence in the existence of the vulnerability and the cred-

ibility of its report. The set of values is: unconfirmed, uncorroborated, or confirmed.

The environmental metrics represent the implementation and environment specific features of the vulnerability.
• Collateral Damage Potential (CDP) measures the potential for a loss of physical equipment, property damage
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Figure 1: Common Vulnerability Scoring System Framework

or loss of life or limb. The set of values is: none, low, medium, or high.
• Target Distribution (TD) measures the relative size of the field of target systems susceptible to the vulnera-

bility. The set of values is: none, low, medium, or high.

Scoring is the process of combining all the metric values according to specific formulas. Base Score (BS) is
computed by the vendor or originator using the following formula:

BS= round (10 * AV * AC * A * ((CI*CIB) + (II*IIB) + (AI*AIB))),

Once is set and published, the BS score is not expected to change. It is computed from "the big three" - confi-
dentiality, integrity and availability. This is the "foundation" which is modified by the temporal and environmental
metrics. The base score has the largest bearing on the final score and represents vulnerability severity. Temporal
Score (TS) is also computed by vendors and coordinators for publication based on the following formula:

TS= round (BS * E * RL * RC),

It allows for the introduction of mitigating factors to reduce the score of the vulnerability and is designed to be
re-evaluated at specific intervals as a vulnerability ages. The temporal score represents vulnerability urgency at
specific points in time. Environmental Score (ES) is optionally computed by end-user organizations and adjusts
combined base-temporal score based on the following formula:

ES= round ((TS + ((10 - TS)* CDP))* TD),

This should be considered the final score and represents a snapshot in time, tailored to a specific environment.
User organizations should use this to prioritize responses within their own environments. CVSS differs from other
scoring systems (e.g. Microsoft Threat Scoring System, Symantec Threat Scoring System, CERT Vulnerability
Scoring or SANS Critical Vulnerability Analysis Scale Ratings) by offering an open framework that can be used
to rank vulnerabilities in a consistent fashion while at the same time allowing for personalization within each user
environment. As CVSS matures, these metrics may expand or adjust making it even more accurate, flexible and
representative of modern vulnerabilities and their risks.



352 Victor-Valeriu Patriciu, Iustin Priescu, Sebastian Nicolăescu

4 Metrics to Evaluate the Network Security Controls

In most large organization, measurements of network security are often conducted by separate teams that
independently define, collect, and analyze technical metrics. These metrics include the numbers of vulnerabilities
found in network scans, known incidents reported, estimated losses from security events, security bug discovery
rate in a new software application, intrusion detection system alerts, number of virus infected e-mails intercepted,
and others.

Figure 2: Network Security Based Upon Metrics

The security metrics described in this section focus on network integrity and reliability. The other aspects like
network information asset value, loss, and opportunity cost are not subject of this presentation. Depending upon
their role in interacting with the network (stakeholder-based model), various users are concerned about different
aspects of network security.

Executive officers, being responsible for the overall performance of the enterprise, are concerned with the ability
of the network to support operations. Because they have the authority to allocate resources, both personnel and
financial, to deal with problems of network security, they would be interested in answers to the questions like: How
does the organization’s network security compare to that of similar organizations? How does network security this
year compare to last year? Does the security spending generate the expected return? What are the costs and con-
sequences of not acting to improve network security?

An example of the network security metrics used at the management level is:
• Network Service Level - Percentage of time that network services are available for a given period of time as

well as part of a timeseries to give historical context.
• Business Requirements Met - Percentage of business needs supported by the network infrastructure and which

are being met.
• Number of Compromises - Number of incidents during a given period in which network security was com-

promised.
• Organizational Impact of Compromises - For each incident, the number of hours, time of day, and people

affected by the degradation or disruption of network service.
• Costs and Benefits of Improvements - The direct and indirect costs and benefits of steps that can be taken to

improve network security.
• Peer Performances - Network service level benchmarks from similar organizations.

Network and IT systems operations groups, responsible for infrastructure, and systems production support, are
generally interested in a more granular view of the network security to maintain network services. Whereas exec-
utives look for support for resource allocation decisions, network operations people seek help to prevent, detect,
and respond to network security intrusions. Thus, questions of concern include: What computers, applications, or
services are compromising network security? Where are they? How is the compromise taking place? Is it getting
worse? How and where? How serious is the impact of the compromise? What technical measure can be taken to
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isolate and remediate the problem machines?

An example of the network security metrics used by network and IT operation groups is:
• Compliant Devices - Percentage of network devices that are security policy compliant.
• Managed Devices - Counts of systems and devices under active management.
• Total Devices and Users - Total numbers of devices and users on the network.
• Network Latency - Mean time for packet delivery in the network.
• Packet Loss - Percentage of packet losses.
• Network Utilization - Bandwidth utilization at key gateways in the network.
• Network Throughput - Transfer rate for defined end-to-end network services, such as FTP, POP3, HTTP, etc.
• Viruses Detected in e-mail Messages - percentage of emails infected by viruses.
• Unauthorized Accesses Attempts - percentage of unauthorized access for various network services (VPN,

HTTP, SSH, etc.)
• Impact of Compromise - Users affected (service degraded, disrupted, or otherwise compromised), number

of devices participating in compromise, decrease in network performance, increase in network utilization, and in-
creases in wait times during a network compromise.

The network security team is typically responsible for the organization’s security policies and programs. Although
they may not have direct operational responsibility, they are interested in how security policies, procedures, and
programs are ensuring or failing to ensure network security. Questions of concern include: Were the computers
responsible for compromising the network policy compliant? What changes should be made to security policies
and procedures? If policies are not working, what behavior changes should policy modifications be aiming to
achieve? What technologies could help prevent future compromises? What was the impact of the compromise?

A sample of the network security metrics used by security operation team is available below:
• Vulnerability Counts - Numbers of vulnerabilities found on the network, broken out by those on policy-

compliant devices vs. those found on devices that are not.
• Intrusion Attempts - Number of true/false positive/negative intrusions attempts.
• Unauthorized Accesses Attempts - percentage of unauthorized access for various network services (VPN,

HTTP, SSH, etc).
• Detailed Compliance Reports - Numbers of users and devices compliant with each element of the security

policy.
• Incident Forensics - The numbers of incidents attributable to policy failures vs. policy compliance failures.
• Impact of Compromise - Users affected (service degraded, disrupted, or otherwise compromised); data lost,

modified, or destroyed; number of devices participating in compromise; decrease in network performance; increase
in network utilization; and increases in wait times during a network compromise.
• Suspect Port Scans - Number of suspect scans on organization’s network (eg. requests sent on port 80 to

routers are suspect).
• Remediation Time - Time between compromise discovery and completion of system remediation.

The measurement process can be automated by implementing the network security monitoring solutions. In this
way, measurement errors and the subjective interpretations are eliminated, making possible for credible measure-
ment comparisons across either time (time-series) or organizations (benchmarks).

5 Summary and Conclusions

Security metrics are tools designed to facilitate decision making and improve performance and accountability
through collection, analysis, and reporting of relevant security performance-related data. Security metrics, at least
such metrics trying to define a measure for the security of an entire organization, are a quite new area of research.
The paper presented the major standardization players and results in this area.

Given the increased number of vulnerabilities the organizations have to handle, we presented an open source
framework (CVSS) that can be used to rank vulnerabilities in a consistent fashion while at the same time allowing
for personalization within each user environment.

In the last section we covered the metrics for network security from the perspective of stakeholder based model,
and presented the major technical-operational metrics used by major network operators.
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An Interactive Learning Environment for Analyze Linked List Data
Structures
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Abstract: Informational society needs major changes in the educational programs, being
necessary to prepare teachers from all fields, in such way to use the information technologies
in computer assisted learning. A well-known term for this field is CBL (Computer Based
Learning). The computer, as auxiliary element of the teacher, is used since few decades, but
the new technologies appeared in computer science lead to the necessity to adapt the learn-
ing/teaching methodologies in such way to be based increasingly on information technology.
This paper presents a software package, which can be used as educational software. This
paper present a graphical user interface implements in Borland Delphi useful for computer
based learning. It is made a study of linked list.

Keywords: e-learning, educational software, linked list

1 Introduction

Today, it is use the computer in many areas, including in education, from the elementary school to the uni-
versities, by following some purposes. Between these purposes it can be cite the necessity to prepare the young
people for a future where the computer science is a dominant area. This purpose can be realized by using new
didactical teaching methods based on educational software that is programs useful in teaching-learning process
[1][2] [8]. The CBL type systems (Computer Based Learning) are used in universities from the entire world. For
instance, at Dundee University, Scotland, UK [2] a CBL system is integrated part in the courses from the first two
years in computers field. These courses present the students the object-oriented programming, data structures and
algorithms. Has been made study on a group of 8 students from 35 to evaluate the CBL methods. Further this
study, were drawn the following conclusions: Importance of the design (an attractive and clear interface), the role
of CBL as support for the course, in order for this to be able to replace totally the classic support and the role of
CBL as motivator - the students having the possibility to interact with virtual created environment, this method
being preferred in comparison with lecturing of a classic material. By using the computer in didactical activity it is
increase the learning productivity: the necessary information is faster and accurate obtained, process and sends, by
eliminate unnecessary time delay. It can be showing to the student some information which is inaccessible other-
wise: dynamic diagrams, moving images, sounds. The computer can quickly process all the available information,
by a relevant manner present. The educational software has an important characteristic: it is and can be interac-
tive. Thus, the user can interfere with the program by changing on line some parameters for the studies process.
Technologies used to create virtual environments are very diverse [7], [9],[10],[11], and are used with success in
diverse areas from the educational field, e.g. in physics, mathematic, architecture, etc. The institutions of superior
education, and not only these ones, must comprise as soon as possible the possibilities of new online technologies
as quality improvement means for education. This increasing interest for online technologies used in education is
accompanied by the increasing interest for different strategies for online monitoring of the courses’ quality. The
students must be able to use different types of educational environments, as for these to combine flexibly different
types of interfaces. Not all types of educational soft packages meet these conditions. Many of the soft packages
used in mathematic and sciences excel by the quantity of scientific information, but in return they are poorer from
other major viewpoints. The soft is too expensive, fragmented, and does not meet the market’s requirements.
Teaching programming to novices has proven to be a challenge for both teachers and students. Many students find
the programming module difficult and disheartening and this could have an impact on their attitude to software
development throughout the course and as a career choice. For staff involved in teaching programming it can also
be very disheartening when student apparently fail to understand and be able to use even the basic data structures.
These difficulties have prompted researchers to investigate tools and approaches that may ease the difficulty of
teaching and learning data structures [4]. The data structures and algorithms are basic elements, fundamentals that
must be apprehended by any student in IT, from this reason being a great variety of learning methods, a part of
these methods using the computer and being applied in diverse universities worldwide [4], [8]. From desire of im-
prove the instructive educational process, using modern teaching methods, was realized a multimedia courseware
where the subject "Linked list" was especially developed.
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2 Linked list data structures

One of the most common data structures is the singly linked list. A linked list is a collection of items accessible
one after another beginning at the head and ending at the tail. There are implemented by each item having a link
to the next item. The head is the first item of a list, and the tail is the last item of the list. An example of a singly
linked list is present in fig. 1.

Figure 1: A singly linked list

The doubly linked lists
A variant of a linked list in which each item has a link to the previous item as well as the next. This allows

easily accessing list items backward as well as forward and deleting any item in constant time.

Figure 2: A doubly linked list

The circular linked list
A variant of a linked list in which the nominal tail is linked to the head. The entire list may be accessed starting

at any item and following links until one comes to the starting item again.

Figure 3: A circular linked list

3 Aplication present

The application is implemented in Borland Delphi 6.0, under Microsoft Windows operating system. The
graphical user interface was structured in two parts: a theoretical presentation part and a simulation part. The
simulation part contains simulations for all three types of linked list.

From the main application window, present in fig. 4, it can select by a main menu one of these parts.After an
option is selected, a new window is opened. A first option was implement for theoretical concepts about dynamic
memory allocation and linked lists. The user can read this theoretical part, and it can print this or view a simulation,
which are included in following three options from the main menu: singly linked list, doubly linked list and circular
linked list.

For each kind of list there are implement an interactive simulation because in interactive training simulations
the learner interacts with a system in ways which change or modify the behaviors of the simulation. The singly
linked list option was developed in another window, show in fig. 5.

All the common operation with the singly linked list is presented in this window. The student has the possibility,
in an interactive mode to select and understand these operations. One of the most important characteristic of a
courseware is the possibility to be interactive. By click the "Start creating" button an empty list is created, as is
show in figure 5. After that, the user can add the nodes successively. It is also possible to delete a node from the
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Figure 4: The main application window

Figure 5: Singly linked list specifically operation
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list. The node which is inserting or deleted is displayed with red color for more accuracy. Inserting a node can be
made in three positions: in front of the list, inside of the list or back of the list. For all the three cases a simulation
was implementing as is show in Fig. 6. For each operation, the code is show, step by step, at one time with the
simulation, as is showing in figure 6 a, b, c, d.

In case that it is necessary, the whole list can be deleted, using the "Start creating" button, and the create process
can start at the beginning. One of the most common operations is processing a list, which means processing all the
nodes successively. This operation is simulating by using the button "Processing the list" and the source code (in
C language) are displayed. In the same manner the "Doubly linked list" and the "Circular linked list" option from
the main window was implemented.

Figure 6: List operation: insert a node: in front of list (a); inside of list (b); at the end of the list (c) and delete a
node (d)

4 Summary and Conclusions

On this application, authors take into consideration the condition which must accomplish a courseware, being
made necessary steps [1] [2]. So, in elaboration and utilization of this application must take into consideration
next criteria: - To accomplish some teaching and learning strategy. In this kind of self-instruction and evaluation
program it must find basic notions and representation and scanning notions. Animation and graphical modeling
must represent the graphical construction way and also scanning of them; - To exist the possibility to use para-
meterized variable, in conditions in which users have the possibility to input the variables value; - To present a
method in which the user can be informed about how can use graphical module, i.e. an interaction user-computer
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exist. The presented application accomplishes these criteria, and for this we consider that is an example of how
educational software must be realized.
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Abstract: This paper presents an extension of fuzzy set based on Łukasiewicz four-valued
logic. This new type of fuzzy set is defined by four scalar functions and will be called
four-valued fuzzy set (FVFS).

Keywords: Łukasiewicz four-valued logic, four-valued fuzzy set, logarithmic addition, logarithmic scalar
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1 Introduction

The fuzzy set was defined by Zadeh and is based on binary description [14]. This is done by a vector with
two components. The components are two functions that define the membership and the non-membership. Later,
Atanassov has extended the fuzzy set using a vector with three function components: the membership, the uncer-
tainty and the non-membership [1]. The meaning of these three functions is similar to that of the values used in the
Łukasiewicz three-valued logic: true, uncertainty and false. These fuzzy sets with a ternary description are known
as intuitionistic fuzzy sets. This paper defines a new type of fuzzy set based on a vector with four function compo-
nents: the strong membership, the weak membership, the weak non-membership and the strong non-membership.
The meaning of these four components is similar to the one used in the Łukasiewicz four-valued logic [8], [9] and
[10]. Next, the paper has the following structure: Section 2 makes a short presentation of the fuzzy set; Section 3
makes a short presentation of the intuitionistic fuzzy set and section 4 presents the four-valued fuzzy set. Finally,
section 5 outlines some conclusions.

2 The fuzzy set

Let X denote a universe of discourse. Then a fuzzy set C in X is defined as set of pairs:

C = {〈x, μC(x)〉 : x ∈ X〉} (1)

where μC : X → [0,1] is the membership function of C and μC(x) is the grade of membership of x into C (see [14]).
Hence, the grade of non-membership of x into C is automatically equal to νC(x) = 1− μC(x). The membership
function μC and the non-membership function νC verify the equality:

μC(x)+νC(x) = 1 (2)

If we define the vector
δC(x) = (μC(x),νC(x)) (3)

and its scalar components verify (2) then the formula (1) has the following equivalent form:

C = {〈x, δC(x)〉 : x ∈ X〉} (4)

We will denote a family of fuzzy sets in X by FS(X).
We must emphasise that the value μC(x) represents the logical value of the belonging and it can be any real number
between 0 and 1. On the other hand, Zadeh has defined a fuzzy set based on binary logic having two logical
values: true and false. Thus, each element x ∈ X has two marks: one refers to its membership and one refers to
its non-membership to the fuzzy set C. There is no third possibility. In the classical logic this is known as the “
Law of the Excluded Middle ”. In real life however, the negation does not always identify with logical negation.
This situation is very common in natural language processing, words computing, etc. Therefore, Atanassov [1]
suggested an extension of classical fuzzy set, called the intuitionistic fuzzy set.
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3 The intuitionistic fuzzy set

An intuitionistic fuzzy set C in X is given by a set of ordered triples

C = {〈x,μC(x),νC(x)〉 : x ∈ X} (5)

where μC,νC : X → [0,1] are functions such that ∀x∈ X , 0≤ μC(x)+νC(x)≤ 1. For each x the numbers μC(x) and
νC(x) represent the grade of membership and the grade of non-membership of the element x ∈ X to C, respectively.
For each element x ∈ X , we can compute the so called grade of uncertainty of x in C defined as follows: πC(x) =
1−μC(x)−νC(x). It is immediately seen that πC(x)∈ [0,1], ∀x∈X . The function πC expresses a lack of knowledge
of whether x belongs to C or not [1]. If πC(x) = 0, ∀x ∈ X then C ∈ FS(X). The membership function μC, the
uncertainty function πC and the non-membership function νC verify the equality:

μC(x)+νC(x)+πC(x) = 1 (6)

If we define the vector
δC(x) = (μC(x),πC(x),νC(x)) (7)

and its scalar components verify (6) then the formula (5) has the following equivalent form:

C = {〈x, δC(x)〉 : x ∈ X} (8)

We will denote a family of intuitionistic fuzzy sets in X by IFS(X).

4 The four-valued fuzzy set

4.1 The four-valued fuzzy set definition

We can do a new extension of the classical fuzzy set using the four-valued logic. There are two variants for
the four-valued logic. The first is the Łukasiewicz logic based on two steps for the true and two steps for the false.
The second is the Bochvar logic that uses the true T, the uncertainty U, the contradiction C and the false F [2],[3],
[4], [5], [6]. In this paper, the construction of the four-valued fuzzy set takes into account the Łukasiewicz logic
[8], [9], and [10]. Now, we consider a nonempty set X as a universe of discourse. Let it be a an arbitrary property,
x an element of X and w(x) the logical value of the sentence “ x has the property a”. Considering the binary logic,
w(x) can have two values: T = 1 when the sentence is true and F = 0 when the sentence is false. Thus, we obtain
two crisp sets:

Wμ = {x ∈ X | w(x) = 1}
and its complement

Wν = {x ∈ X | w(x) = 0}
In other words, μ = w represents the crisp membership function of the set Wμ and ν = 1−w represents the crisp
membership function of the set Wν . Considering the Łukasiewicz four-valued logic, w(x) can have four values: the
true T0, the contingent true T1, the contingent false F1 and the false F0. Usually T0 = 1, T1 = 2

3 , F1 = 1
3 , F0 = 0.

Thus we obtain the following four crisp sets:

Wμ = {x ∈ X | w(x) = T0}
Wλ = {x ∈ X | w(x) = T1}
Wω = {x ∈ X | w(x) = F1}
Wν = {x ∈ X | w(x) = F0}

Let μ ,λ ,ω,ν : X →{0,1} the membership function of these four crisp sets. These functions construct a crisp
partition of X and verify the following two equalities:

μ(x)+λ (x)+ω(x)+ν(x) = 1 (9)

w(x) = 1 ·μ(x)+
2
3
·λ (x)+

1
3
·ω(x)+0 ·ν(x) (10)
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Thus, in the framework of the Łukasiewicz four-valued logic, the set W can be defined knowing four crisp mem-
bership functions. We can generalize considering four fuzzy membership functions

μ ,λ ,ω,ν : X → [0,1]

that verify (9). We denote this by:

W = {〈x,μ(x),λ (x),ω(x),ν(x)〉 : x ∈ X} (11)

On this way, we have obtained the four-valued fuzzy set definition. If we denote

δ (x) = (μ(x),λ (x),ω(x),ν(x)) (12)

then (11) becomes:

W = {〈x,δ (x)〉 : x ∈ X} (13)

The scalar components of the vector δ (x) make a nuanced definition for the belongingness of element x to the set
W . These four functions could be called as follows: μ the strong membership function, λ the weak membership
function, ω the weak non-membership function and ν the strong non-membership function. We will denote a
family of four-valued fuzzy sets in X by FVFS(X).

4.2 The basic operations

Let there be two sets: A,B ∈ FVFS(X). We define the complement, the union, the intersection, the inclusion
and the equality.
The complement:
The complement of the set A ∈ FVFS will be defined by

A =
{〈

x, δ̄A(x)
〉

: x ∈ X
}

where δ̄A(x) is the negation of δA(x), namely:

δ̄A(x) = (νA(x),ωA(x),λA(x),μA(x))

The union: ⎧⎪⎪⎨
⎪⎪⎩

μA∪B = μA∨μB

λA∪B = (μA +λA)∨ (μB +λB)−μA∨μB

ωA∪B = (νA +ωA)∧ (νB +ωB)−νA∧νB

νA∪B = νA∧νB

(14)

where ∨ and ∧ refer to any couple (s-norm, t-norm) [5].
From (9) we have:

(μA +λA)∨ (μB +λB) = (1−νA−ωA)∨ (1−νB−ωB)

(μA +λA)∨ (μB +λB) = 1− (νA +ωA)∧ (νB +ωB)

μA∪B +λA∪B = 1− (νA∪B +ωA∪B)

The condition (9) is verified by the vector δA∪B.
The intersection: ⎧⎪⎪⎨

⎪⎪⎩
μA∩B = μA∧μB

λA∩B = (μA +λA)∧ (μB +λB)−μA∧μB

ωA∩B = (νA +ωA)∨ (νB +ωB)−νA∨νB

νA∩B = νA∨νB

(15)

From (9) we have:
(μA +λA)∧ (μB +λB) = (1−νA−ωA)∧ (1−νB−ωB)

(μA +λA)∧ (μB +λB) = 1− (νA +ωA)∨ (νB +ωB)

μA∩B +λA∩B = 1− (νA∩B +ωA∩B)
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Thus, the condition (9) is verified by the vector δA∩B.
The union and the intersection verify the two De Morgan’s formulae:

A∪B = A∩B

A∩B = A∪B

The inclusion:

A⊂ B⇔

⎧⎪⎪⎨
⎪⎪⎩

μA ≤ μB

μA +λA ≤ μB +λB

νA +ωA ≥ νB +ωB

νA ≥ νB

(16)

From (16) it results:

B⊂ A⇔

⎧⎪⎪⎨
⎪⎪⎩

μA ≥ μB

μA +λA ≥ μB +λB

νA +ωA ≤ νB +ωB

νA ≤ νB

(17)

If 0X and 1X are defined by δ0 = (0,0,0,1) and δ1 = (1,0,0,0) then for ∀A ∈ FVFS,

0X ⊂ A⊂ 1X

The equality:
From (16) and (17) it results the equality definition:

A = B⇔

⎧⎪⎪⎨
⎪⎪⎩

μA = μB

λA = λB

ωA = ωB

νA = νB

(18)

The second and the third condition from (16), (17), (18) are equivalent because of the property (9). For the sake of
symmetry, we kept the both second and third condition.

4.3 Distances between four-valued fuzzy sets

For simplicity, the universe of discourse X is assumed to be finite, i.e. X = {x1, ...,xn}. We can calculate
dissimilarities d(x,y) between two elements x,y ∈ X having as reference the set A ∈ FVFS and distances D(A,B)
between two sets A, B ∈ FVFS, using two variants [7], [11]:
firstly, using the Euclidian distance:

d2
E(x,y) = (μA(x)−μA(y))2 +(λA(x)−λA(y))2 +(ωA(x)−ωA(y))2 +(νA(x)−νA(y))2 (19)

D2
E(A,B) =

∑
x∈X

(μA(x)−μB(x))2 +(λA(x)−λB(x))2 +(ωA(x)−ωB(x))2 +(νA(x)−νB(x))2

2n
(20)

secondly, using the Hamming distance:

dH(x,y) = |μA(x)−μA(y)|+ |λA(x)−λA(y)|+ |ωA(x)−ωA(y)|+ |νA(x)−νA(y)| (21)

DH(A,B) =
∑

x∈X
|μA(x)−μB(x)|+ |λA(x)−λB(x)|+ |ωA(x)−ωB(x)|+ |νA(x)−νB(x)|

2n
(22)

For (20) and (22), there holds, respectively
0≤ D2

E(A,B)≤ 1

and
0≤ DH(A,B)≤ 1
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4.4 The logarithmic operations

We will define two operations: scalar multiplication and addition. These two operations have a logarithmic
behavior [12], [13].
The logarithmic scalar multiplication between a scalar α ∈ (0,∞) and a set A ∈ FVFS:

δα⊗A =
(

(μA)α

ϕ (α,δA)
,

(λA)α

ϕ (α,δA)
,

(ωA)α

ϕ (α,δA)
,

(νA)α

ϕ (α,δA)

)
(23)

where

ϕ (α,δA) = (μA)α +(λA)α +(ωA)α +(νA)α (24)

The scalar multiplication is associative, namely: ∀α,β ∈ (0,∞),

α⊗ (β ⊗A) = αβ ⊗A

The logarithmic addition between a set A ∈ FVFS and a constant k = (a,b,c,d) having a,b,c,d �= 0

δA⊕k =
(

a ·μA

ψ (δA,k)
,

b ·λA

ψ (δA,k)
,

c ·ωA

ψ (δA,k)
,

d ·νA

ψ (δA,k)

)
(25)

where

ψ (δA,k) = a ·μA +b ·λA + c ·ωA +d ·νA (26)

The logarithmic addition between two sets A, B ∈ FVFS if ψ (δA,δB) > 0

δA⊕B =
(

μA ·μB

ψ (δA,δB)
,

λA ·λB

ψ (δA,δB)
,

ωA ·ωB

ψ (δA,δB)
,

νA ·νB

ψ (δA,δB)

)
(27)

The addition is associative and commutative. The neutral element for the addition is the set Θ ∈ FVFS defined by:

δΘ =
(

1
4
,

1
4
,

1
4
,

1
4

)

The set Θ verifies the following equalities:

A⊕Θ = Θ⊕A = A

4.5 The cardinality of four-valued fuzzy set

We define the cardinalities of the following fuzzy sets: Aμ , Aλ , Aω and Aν .

card(Aμ) = ∑
x∈X

μA(x)

card(Aλ ) = ∑
x∈X

λA(x)

card(Aν) = ∑
x∈X

νA(x)

card(Aω) = ∑
x∈X

ωA(x)

The cardinalities of the sets A, A ∈ FVFS are defined by:

card(A) = card(Aμ)+ card(Aλ )

card(A) = card(Aν)+ card(Aω)
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5 Conclusions

This paper defines the four-valued fuzzy set using descriptors based on a function-vector with four compo-
nents. The vector structure is similar to Łukasiewicz’s four-valued logic constitution. After that, we defined basic
set operations on four-valued fuzzy sets, i.e. union, intersection, complement, logarithmic addition and scalar mul-
tiplication, distance and cardinality. Moreover, we defined the inclusion operation of FVFS sets, operation which
is a natural extension of Zadeh’s definition. A further potential research subject could be the application of these
new fuzzy sets within the image processing domain.
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[13] V. Pătraşcu, Color Image Enhancement Using the lrgb Coordinates in the Context of Support Fuzzification,
Romanian Academy Journal: Fuzzy Systems & A.I.-Reports and Letters, Vol 10, Numbers 1-2, pp. 29-42,
2004.

[14] L. Zadeh, Fuzzy sets, Information and control, 8, pp. 338-353, 1965.

Vasile Pătraşcu
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DIETMIX - A Decision Support System for Diet/Feed Mix Problem

Maria Pârv, Vasile Lupşe, Simona Dziţac

Abstract: This paper presents a decision support system, DietMix, running under Microsoft
Windows, and implementing a linear programming model for solving general diet/feed mix
problems. The program is part of the LINMOD package.

1 Introduction

There is no single universally accepted definition of a decision support system (DSS). For example, Turban
[1988, 1992, and 2001], gives, among others, the following two: (1) A DSS is a form of computer software,
designed and operated to model or otherwise represent the structure of a decision problem, and thus allow the
user(s) to identify and select a preferred strategy or other course of action from two or more alternatives against a
pre-determined set of criteria, and (2) A DSS is a set of systematically organised procedures whereby a decision
maker can be assisted in capturing and analysing information relevant to a decision task. Such a process can be
used repeatedly if required, and can assist any decision maker to anticipate the probable outcome of any given
choice or strategy.

To overcome the lack of such an universally accepted definition, Turban proposes four main characteristics
for a DSS: (1) DSS incorporate both data and models; (2) DSS are intended to assist managers in their decision
making for tasks or decision problems that may have varying levels of structure; (3) DSS are designed to be used
to support and not to replace managerial judgement and (4) DSS are designed with the objective of improving the
effectiveness of decisions, they will also, generally also improve the efficiency of decision making through speed
and the ease with which decision processes may be repeated at will.

Some decision problems are optimization problems, which can be solved using well-known mathematical
models. This paper presents DietMix program, part of the LINMOD computer package, which contains several
programs dedicated to solve decision problems that can be modeled using linear programming techniques.

2 Mathematical background

2.1 The linear programming model

The general mathematical programming problem is stated as follows:

maximize (minimize) the function:
f (x) = f (x1,x2, ...,xn)
where x = (x1,x2, ...,xn) is subject to:
gi(x) = gi(x1,x2, ...,xn)≤ 0, i = 1,2, ...,m.

The variables x = (x1,x2, ...,xn) are known as decision variables, the function f is called objective function, and
gi(i = 1,2, ...,m) are constraints. When the objective function and the constraints are linear, the problem becomes
the linear programming problem:

maximize (minimize) the function:

f (x) = c x =
n
∑

k=1
ckxk

subject to:

gi(x) =
n
∑

k=1
aikxk−bi ≤ 0, i = 1,2, ...,m.

The well-known method for solving linear programming problems is the Simplex algorithm [Dantzig, 1963].

2.2 Diet/Feed mix problem

One of the first optimization problems to be studied back in the fourth decade of the last century was the diet
mix problem. At that time, U.S. Army wanted to find a diet fulfilling all nutritional requirements of the field GI’s
and of the minimum cost. George Stigler, one of the first researchers who studied this problem, made in 1939 a
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Nutrient Nutritional principles Cost
1 P1,1 P1,2 P1,3 C1

2 P2,1 P2,2 P2,3 C2

3 P3,1 P3,2 P3,3 C3

4 P4,1 P4,2 P4,3 C4

Minimal daily requirement Z1 Z2 Z3

Table 1: Diet Mix Data

good "optimal" solution using a heuristic method. Stiegler’s guess for the yearly cost was $39.93. Eight years
later, in 1947, the first large scale computation in optimization was made by the mathematician Jack Laderman
of the Mathematical Tables Project of the National Bureau of Standards. Laderman found an optimal solution of
$39.69, using the newly-born simplex method to solve Stiegler’s model consisting of 9 equations in 77 unknowns.
The computations were performed by 9 clerks during 120 man hours and using hand-operated desk calculators
(see, for details, [9]). Diet mix problem involves composing a diet (quantities of available nutrients) for a human
or animal such that (1) the cost of the diet to be minimum and (2) the diet maintains the nutritional characteristics
above certain limits.

I. Problem statement. A cattle farm uses four different nutrients to be incorporated in cattle diet. Each unit of
nutrient contains a well-known quantity of the three nutritional principles. The total volume of the diet needs to
weight at least K kg. All the input data are shown in the table 1 below, where:

• Pi, j represents the quantity of nutritional principle j contained in a unit of nutrient i.

• Zj denote the minimal daily requirement of nutritional principle j

• Ci is the unit cost of nutrient i.

II. Notations. Let

• xi be the number of units of nutrient i contained in the diet (kg);

• p j be amount of the nutritional principle j contained in the diet (g);

• g be the weight of the diet (kg);

• c the cost of the diet.

Using the above notations,

• the amounts p j are computed as follows:

p1 = P1,1x1 +P2,1x2 +P3,1x3 +P4,1x4

p2 = P1,2x1 +P2,2x2 +P3,2x3 +P4,2x4

p3 = P1,3x1 +P2,3x2 +P3,3x3 +P4,3x4 ,

• the diet weight is: g = x1 + x2 + x3 + x4 , and

• the total cost is computed as c = C1x1 +C2x2 +C3x3 +C4x4 .

III. Constraints refer to:

• diet quality: the amounts of nutritional principles need to be greater than or equal to the minimal daily
requirements:

p1 ≥ Z1, or P1,1x1 +P2,1x2 +P3,1x3 +P4,1x4 ≥ Z1

p2 ≥ Z2, or P1,2x1 +P2,2x2 +P3,2x3 +P4,2x4 ≥ Z2

p3 ≥ Z3, or P1,3x1 +P2,3x2 +P3,3x3 +P4,3x4 ≥ Z3.

• diet weight: needs to be greater than or equal to K

g≥ K, or x1 + x2 + x3 + x4 ≥ K.
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• nonnegativity restrictions for problem variables:

x1 ≥ 0,x2 ≥ 0,x3 ≥ 0,x4 ≥ 0.

IV. Objective function:

c→ min, or
C1x1 +C2x2 +C3x3 +C4x4 → min.

V. Mathematical programming formulation.

C1x1 +C2x2 +C3x3 +C4x4 → min
subject to
P1,1x1 +P2,1x2 +P3,1x3 +P4,1x4 ≥ Z1

P1,2x1 +P2,2x2 +P3,2x3 +P4,2x4 ≥ Z2

P1,3x1 +P2,3x2 +P3,3x3 +P4,3x4 ≥ Z3

x1 + x2 + x3 + x4 ≥ K
x1 ≥ 0,x2 ≥ 0,x3 ≥ 0,x4geq0.
where all Ci,Zj,Pi, j(i = 1,2,3,4; j = 1,2,3) and K are known quantities.

3 The program

The current version of LINMOD package contains three computer applications: ProductionPlanning, Diet-
Mix, and Transport. All are implemented in Microsoft Visual Basic.

3.1 Common user interface features

The graphical user interface of the programs in the LINMOD package is using Romanian language. All pro-
grams have some common features with respect to their GUI, as follows:

• input data from keyboard can be stored in a file, and can be reloaded later;

• the results and help are displayed in separate windows.

The above features are implemented by the following elements in the main window:

• separate text boxes for the number of rows and columns;

• a table-like presentation of input data;

• six command buttons:

– Incarca (Load) and Salveaza (Save) - loading and saving the current data in a file;

– Prelucreaza (Process) - performing the computations and displaying the results;

– Afiseaza (Display) - activating the Results Window (see below);

– Ajutor (Help) and

– Inchide (Close).

The Results Window contains a text box which fills all its client area and a menu Fisiere (File). The text box
shows all the results produced by the program; the user can scroll in both horizontal and vertical directions.

Its Fisiere menu (see Figure 1) has the following menu options:

• Incarca (Load) - load the content from a text file;

• Salveaza (Save) - save the content to a text file;

• Listeaza (Print) - print the content;

• Inchide (Close).

The programs automatically generate the corresponding mathematical programming (LP) model and then solve
it, producing the results in natural language form, using notations specific to the problem being solved. By pressing
the Ajutor button, the user receives a short description of the problem, in the Help Window. The main window
provides a range of display options, grouped under the title Parametri de afisare (Display Parameters).



DIETMIX - A Decision Support System for Diet/Feed Mix Problem 369

Figure 1: The Results Window with its menu visible

Figure 2: The Main Window of DietMix Program

3.2 The DietMix program

This program builds the corresponding mathematical model of the diet mix problem described in 2.2 and then
uses the SIMPLEX algorithm (a variant described in [Marusciac, 1975]) to solve it. Its main window, shown
in Figure 2, considers as parameters the number of nutrients and nutritional principles; after this information is
supplied by the user, the button Seteaza (Set) configures the data table corresponding to Table 1.

There are many computer programs or packages implementing linear programming algorithms (see, for exam-
ple, [Andrei, 2002]). Our intention was not to simply produce a new program offering a better time response or
algorithm complexity than the others. Instead, we focused on the simplicity of the user interface, and on its user
friendliness. The user sees the same data table as in the problem statement, enters the data in this table, and obtains
the results by a simple click, in the Results Window (see Figure 3). Moreover, he/she can obtain several solutions
by changing one or more data in the data entry area. Working this way, the mathematical modeling process and
the algprithm are hidden; the user operates only with the data and results, using the problem’s vocabulary.

4 Conclusions and future work

Our approach can be described shortly as "one problem - one program". Each program in the LINMOD package
solves a different LP problem, using the same SIMPLEX algorithm. Correspondingly, the user interface elements,
shown in Main Window, Results Window, and Help Window, are belonging to the problem domain/vocabulary.

The programs in the LINMOD package, described extensively in [Pârv, 2004] are intended to ease the way a
user uses modelling tools to solve common problems. Pidd (1999) discusses six principles of modelling: (1) sim-
plicity vs complexity, (2) gradual development of models, (3) division of larger models into smaller components,
(4) use of analogies, (5) proper use of data, and (6) ordered process. Our opinion is that the programs presented
comply with these principles, and help the user to better understand the modelling process.

Our future plans include the development of new programs to be included in the LINMOD package, for solv-
ing other decision problems like financial planning, master production schedule, materials requirement planning,
factory planning and so on.
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Figure 3: The The Results Window
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Applying Task Farming Model over Grids

Dana Petcu, Cosmin Bonchiş, Maria Radu

Abstract: The effectiveness of the task farming model in the case of current Grid environ-
ments is studied. A pattern is identified when building Globus-based application. Following
this pattern a demo application is developed for real-time application in meteorology.

1 Introduction

The Grid concept has emerged initially to capture the vision of a networked computing system that provides
broad access to massive computational resources. This vision has generated interest to many researchers and
application developers and new classes of applications arise as being candidate for gridification. A candidate class
is that of embarrassingly parallel programs. A farming application fall into this class. A farming application (a
pool of tasks or bag of tasks) is one composed of a large number of independent requests that may be served
simultaneously [2].

The task farming model (also known as master-slave or master-worker model) has been widely used for de-
veloping parallel applications. On a single host or cluster the implementation of the task farming model is quite
straightforward. In a Grid environment there are problems with task startup and with communication between the
manager (farmer) and the tasks (workers), authentication and authorization to start remote jobs, queues on remote
resources, firewalls between resources and so on.

Despite these technical obstacles, task farming applications currently seem to dominate Grid computing. Ex-
amples are certain classes of problems require large numbers of nearly identical runs to produce meaningful results,
like multiple task farming of gene-sequencing algorithms, Monte-Carlo simulations, data mining, parameter space
searches, or analysis of huge volumes of data from large-scale particle physics experiments. Task farming means
in these cases launching many simulations at the same time.

Current Grid technologies, like Globus Toolkit (current de-facto standard for Grid computing [3]) for or Nim-
rod/G (Grid resource broker for managing and steering task farming applications [1]), simplify the development
process of an application based on the task farming model.

In what follows we identify the pattern used by a Grid application implementing the task farming model when
current Globus technology is used. As a case study a concrete application is described.

2 Task Farming on Globus-based Grids

In the task farming model there are two distinct types of processes: farmer and workers. The farmer (master
or manager) process decomposes the problem in tasks and assigns them to the workers taking into account the
dependencies between them. The workers (or slaves) typically perform most of the computational work by just
executing those tasks.

The model has proved to be efficient in developing applications with different degrees of granularity of pa-
rallelism. This paradigm is particularly useful when the partitioning of the problem in tasks to be completed by
the workers can be done easily and the dependencies between these tasks are low. In this point, the task farming
paradigm is appropriate for processing in a Grid environment, since different degrees of granularity are available.
Furthermore, if the worker tasks are completely independent from one another there is no need for synchronization
between them that will very difficult.

A task farming application needs an interface to monitor the progress of the overall tasks and to steer individual
task farming managers, to start, stop and track tasks.

An task farming application build on the current version of Globus Toolkit, GT4, that implements a service-
oriented architecture, must be split to the farmer side as follows:

– The application controller is the component that launch the task farming requests into the Grid and expect to
obtain some results. In the GT4 terms this part plays the client role. It can be written in any language, but
it must respect the protocols used to contact the services. Moreover the client must be part of the virtual
organization (shortly VO) in order to benefit from the services.
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– The work splitter is the component that reacts to the controller requests by establishing the list of tasks to be
performed and responds to the worker request to receive a task. In GT4 terms this part acts as an application-
oriented specific service that is deployed into an active service container.

– The farm register keeps the evidence of the workers that are available to work. In GT4 terms this part is
the virtual organization index, and it can be the MDS DefaultIndexService or another user-provided index
service. The client can question the farm register in order to select or not the preferred workers (an automated
scheduling mechanism is surely preferable).

– The work supervisor keeps track of the task status and notifies the client when some task is done. This is again
an existing GT4 service, the ManagedJobFactoryService dealing with the Globus GRAM jobs.

The workers are receiving several tasks. Concrete objects (e.g. files) are received from the client and the splitter
tell them what exactly should they do with these objects.

Figure 1: What happens in the farm

Figure 1 indicates the interaction between these different components:

a. the client contacts the splitter giving him enough information to be able to handle the splitting;

b. the splitter responds if it understood the message;

c. then the client contacts the VO index service to ask who many workers are available;

d. each worker (service container) registered in the index is request if it is available;

e. each reachable worker from the VO responds;

f. a list of available workers is provided;

g. the objects are transferred to the workers under the control of the work supervisor;

h. then tasks descriptions are send by the client to the supervisor;

i. the work supervisor send the request to work;

j. the workers are asking the work splitter about each task parameters;

k. the task parameters are send to the worker;

l. the work status is obtained by the supervisor;

m. the client is notified about the work status.

Each service container reside on a Grid node. The farmer’s containers can be the same or different. The
worker’s containers are running on different nodes.
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3 Case Study: An Application for Meteorology

Grid-enabled environments seem to have the potential to deal successfully with the vast amounts of data as
produced in meteorology. There are currently several Grid projects dealing with meteorology applications. The
list of application fields is long: aeronautical meteorology, agricultural meteorology, atmospheric research, en-
vironment, global climate observing, hydrology and water resources, marine meteorology, oceanography, public
weather service, world climate, world weather watch. Most of Grid-based software prototypes are treating simu-
lations on long time scale or planetary scale (e.g. numerical modelling for weather or climate research). A list of
them is presented in [7]. We mention her only three significant projects.

Meteo-GRID is one of the three Grid application of EuroGRID [8]. The main goal of Meteo-GRID was
the development of an application service provider solution that allows virtually anyone to run a high resolution
numerical weather prediction model on demand.

One objective of the SIMDAT project, started in late 2004 [9], is to develop a virtual and consistent view of
meteorological data distributed in real-time and archive databases and to provide a secure, reliable and efficient
mechanism to collect, exchange and share these distributed data, in order to support research and operational
activities of the meteorological community. Grid infrastructure will be enhanced to offer the distributed access to
the different databases.

MetGRID [5] project, starting in 2006, will gather the major global weather forecasting centers of the world to
share their global forecasts with each other as a multi-model ensemble.

Our application’s approach is more simple. In the frame of our project we are interested to have a real-time
image representing some meteorology data as public weather service.

As a starting example, we consider the particular case when we are interested to represent simple information
like current temperature, pressure, wind speed, visibility, sky coverage and so on. A geographical region of interest
should be pointed out. In what follows we considered the country were the conference take place.

Web services currently available are constantly updating the information of interest for this application. We
depict one, the GlobalWeather Web Service [4], since a WSDL description of the service is available. Several
towns from Romania are mentioned on the service list. At a proper request including the name of a town and its
country, the service returns a response in XML format including several information about the latest registration
for the following information: airport code, geographical coordinates, time of data registration, wind direction and
speed, visibility, temperature, dew point, relative humidity, and pressure.

The task splitting method is simple. The map is divided into rectangles. Each rectangle is assigned to a worker.
A list of towns and their coordinates on the map is available. If a town is in the worker rectangle, the worker
request the appropriate information from the GlobalWeather Web Service.

Both parts of the application (farmer and worker) are written in Java. The client is a Java application presenting
a GUI that drives the work and display the results. The SourceService takes the splitter role and it is implemented
as a Grid service deployed into a GT4 container; it is initialized by the client. The workers are following the task
description implemented a specific Java class. They are contacting the SourceService that will build an object
describing the work to be done by the callers.

The map is given in SVG format, so that its content is easily modified.
The application GUI is a development of the code provided as an application example in [6]. Figure 2 presents

on the left side the control panel with the services that are used by the client instance. In this particular case the
VO Index (DefaultIndexService), the splitter (namely RenderSourceService) and the work supervisor (Managed-
JobFactoryService) are deployed into the container running on the client machine (so that all the farmer pieces are
lying on the same machine).

The Java classes representing the worker inputs are initially located on the source host in a specific directory
and must be copied to the remote nodes.

After the parameter description, the grid is prepared, i.e. a request to the VO Index is send. A list with the
available workers (node’s names in this case) is presented. The user can select the nodes where the work will be
send and the go buttons are starting the action: optionally, the file transfer, and then the tasks submissions.

The temperature was selected to be displayed. When the tasks are complete, a modified SVG map with changed
colors according to the current temperature levels is rendered (a JPG file is generated too).

Figure 3 suggests how the work is split between the four workers. When larger number of rectangles than the
worker number is used more, than the workers will receive more than one task to perform.

Although the example is very simple, the response time is improved by using several grid nodes instead only
one. For the described example, the time for processing the Web service information has been reduced from 111
seconds for one node to 36 seconds for four nodes (mean value for 10 tries).
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Figure 2: The user interface and the graphical result

Figure 3: Intermediary image: task splitting between the Grid nodes

The application can be easily modified to periodically update the information and each intermediate resulting
image can be further used, as frame in an animated sequence for example.

The complexity of the above described application is far from the complexity of existing software prototypes
for real-time weather forecast or the real-time information. It is build only as a demo for the capabilities and
benefits of the current Grid environments for meteorology applications.



Applying Task Farming Model over Grids 375

4 Conclusions

The application described above is a simple example that proves that even in the case of a small number of tasks
the task farming mode can be successfully implemented on Grids based on current technologies. It is a starting
point for more complex applications in the field of Grid-based meteorology.
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Proceedings of ICCCC 2006, Băile Felix - Oradea, Romania
pp. 376-380

The Importance of Parameters in Ant Systems

Camelia-Mihaela Pintea, Dan Dumitrescu

Abstract: In order to improve the solutions of Traveling Salesman Problem, TSP using ant
system, we introduce a new correction rule in Ant Colony System. A parameter, similar to
the temperature of simulated annealing, is dynamically modified. In this way it is possible
to avoid stagnation after a number of iterations. It is a method to allow ants choosing other
trails, in order to improve the solution. The benefit of the improvement is evident for big
instances of Euclidean problems from TSP Library, TSPLIB.

Keywords: Ant System, Traveling Salesman Problem

1 Introduction

In the last years, ant systems, [16], becomes important optimization methods. They are combination of evo-
lutionary computing and meta-heuristics. Similar to genetic algorithms, ant algorithms are inspired from natural
process, simulating the path finding process. Ant systems are global optimizer methods, containing local optima
avoidance techniques. Only the most representative members of the search space, thus the algorithm is a stochastic
method, are examined.

Ants often find the shortest path between a food source and the nest of the colony without using visual infor-
mation. In order to exchange information about which path should be followed, ants communicate with each other
by means of a chemical substance called pheromone.

As ants move, a certain amount of pheromone is dropped on the ground, creating a pheromone trail. The more
ants follow a given trail, the more attractive that trail becomes to be followed by other ants. This process involves
a loop of positive feedback, in which the probability that an ant chooses a path is proportional to the number of
ants that have already passed by that path.

Initially ant system has been applied for solving Traveling Salesman Problem (TSP) [16, 4]. A new ant-based
algorithm, called Q-Dynamic System, Q-DS for solving TSP is proposed. Construct on the model of Ant Colony
System, ACS, Q-Dynamic System introduce a new rule, the q-rule. The new correction rule dynamically modifies
an ant colony system parameter. This is a way to improve the results of the algorithm, especially for big instances.

2 Ant Colony System for Traveling Salesman Problem

Ant algorithms are based on the real world phenomena that ants are able to find their way to a food source and
back to their nest, using the shortest route.

See [4] where is described what about it happens when an ant comes across an obstacle and it has to decide the
best route to take around the obstacle. Initially, there is equal probability as to which way the ant will turn in order
to negotiate the obstacle.

If we assume that one route around the obstacle is shorter than the alternative route then the ants taking the
shorter route will arrive at a point on the other side of the obstacle before the ants which take the longer route.

If we now consider other ants coming in the opposite direction, when they come across the same obstacle they
are also faced with the same decision as to which way to turn. However, as ants walk they deposit a pheromone
trail.

The ants that have already taken the shorter route will have laid a trail on this route so ants arriving at the
obstacle from the other direction are more likely to follow that route as it has a deposit of pheromone. Over a
period of time, the shortest route will have high levels of pheromone so that all ants are more likely to follow this
route. There is positive feedback which reinforces that behavior so that the more ants that follow a particular route,
the more desirable it becomes.

To convert this idea to a search mechanism for the Traveling Salesman Problem there are a number of factors
to consider.

Initially the ants are placed randomly in the nodes of the graph. At iteration t + 1 every ant moves to a new
node and the parameters controlling the algorithm are updated.
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Assuming that the TSP is represented as a fully connected graph, each edge is labeled by a trail intensity. Let
τi j(t) represent the intensity of trail edge (i, j) at time t.

When an ant decides which node is the next move it does so with a probability that is based on the distance
to that node and the amount of trail intensity on the connecting edge. The inverse of distance to the next node, is
known as the visibility, ηi j. Visibility is defined as

ηi j =
1

di j
,

where, di j, is the distance between nodes i and j.
At each time unit evaporation takes place. This is to stop the intensity trails increasing unbounded. The rate

evaporation is denoted by ρ , and its value is between 0 and 1. In order to stop ants visiting the same node in the
same tour a tabu list is maintained. This prevents ants visiting nodes they have previously visited.

To favor the selection of an edge that has a high pheromone value, τ , and high visibility value, η a function
pk

iu is considered. Jk
i are the unvisited neighbors of node i by ant k and u ∈ Jk

i. According to this function may
be defined as

pk
iu(t) =

[τiu(t)][ηiu(t)]β

Σo∈Jk
i
[τio(t)][ηio(t)]β

, (1)

where β is a parameter used for tunning the relative importance of edge length in selecting the next node.
pk

iu is the probability of choosing j = u as the next node if q > q0 (the current node is i). q is a random
variable uniformly distributed over [0,1] and q0 is a parameter similar to the temperature in simulated annealing,
0≤ q0 ≤ 1. If q≤ q0 the next node j is chosen as follows:

j = argmaxu∈Jk
i
{τiu(t)[ηiu(t)]

β}. (2)

After each transition the trail intensity is updated using the correction rule:

τi j(t +1) = (1−ρ)τi j(t)+ρτ0. (3)

Within ACS only the ant that generate the best tour is allowed to globally update the pheromone.
The global update rule is applied to the edges belonging to the best tour.
Let L+ be the length of the best tour. The correction rule is:

τi j(t +1) = (1−ρ)τi j(t)+ρΔτi j(t), (4)

where Δτi j(t) is the inverse length of the best tour:

Δτi j(t) =
1

L+ . (5)

The Ant Colony System is one of the most robust ant system, but being an heuristic, his results could be
improved. For this purpose 2-opt. and 3-opt. algorithms are some of the well known and applied.

3 Q-Dynamic System

Traveling Salesman Problem (TSP) is solved with many heuristics, including ant system. For the same purpose
it is introduced a new ant-based algorithm Q-Dynamic System, (QDS). The QDS algorithm dynamically improve
the solutions of Ant Colony System.

The new algorithm is modifying the value of q0, a similar parameter to the temperature in simulated annealing.
In general, 0≤ q0 ≤ 1. His value have a great influence in the choice of the new node.

As it was seen from the previous section, q is a random variable uniformly distributed over [0,1] If q≤ q0 the
next node j is chosen as follows:

j = argmaxu∈Jk
i
{τiu(t)[ηiu(t)]

β}, (6)

and otherwise,
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pk
iu(t) =

[τiu(t)][ηiu(t)]β

Σo∈Jk
i
[τio(t)][ηio(t)]β

, (7)

where Jk
i is the set of unvisited neighbors of a node i used by the current ant, k. pk

iu is the probability of
choosing j = u as the next node if q > q0 (the current node is i).

The correction rule, is applied after is randomly choosed q. The new rule, q-rule, is following.

q0 = q0− c1
0, If q0 < c2

0 then q0 = v0. (8)

The values for c1
0 and c2

0 are in [0,1). The v0 could be any value in [0,1], but it is best if it is chosen a value
close to 1.

The Q-DS has the same structure as Ant Colony System.

begin
set parameters, initialize pheromone trails
repeat

each ant is positioned on a starting node
repeat

each ant applies a state transition rule
to incrementally build a solution

and a local pheromone updating rule
until all ants have built a complete solution
a global pheromone updating rule is applied

until end_condition
end

Table 1: Algorithmic skeleton for Q-DS algorithm

4 Tests and results

For numerical experiment we use problems from TSPLIB library [6]. TSPLIB provides optimal objective values
for each of the problems. Several problems with Euclidean distances have been considered.

Until now is not developed a mathematical analysis for this model, which would give the optimal parameter in
each situation.

We used as parameters, β = 2, ρ = 0.1, q0 = 0.5 and τ0 = (n ·Lnn)−1.
Lnn is the result of Nearest Neighbor, (NN) algorithm. NN is perhaps the most natural heuristic for the TSP.

In NN algorithm the rule is always to go next to the nearest as-yet-unvisited location. The corresponding tour
traverses the nodes in the constructed order.

There is reiterated the new rule, called the q-rule.

q0 = q0− c1
0, If q0 < c2

0 then q0 = v0. (9)

Good performances are obtain with c1
0 and c2

0 equal.

c1
0 = c2

0 = 0.1

Other good values are c1
0 = 0.05 and c2

0 = 0.1.
The value of v0 = 0.9. Other good values are v0 ∈ [0.8,0.99].
All the solutions are the average of five successively execution of the algorithm, for each problem. Termination

criteria is given by the number of iteration tmax = 100, each on 10 trials.
It is very important the effect of the simultaneous presence of many ants, then each one contributes to the trail

distribution, therefore, m = 10.
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Problem Optim ACS with 2,3-opt Q-DS
pr439 107217 107217 107217

pcb442 50778 50778 50778
rat783 8806 8815 8812.2

pcb1173 56892 56959.2 56915
d1291 50801 50820.4 50801

Table 2: The table is showing the optimal values of the Ant Colony System improved with 2 and 3-opt., and
Q-Dynamic System. It is obvious that Q-Dynamic System has better results for big instances (rat783, pcb1173.
d1291).

Good sets of edges will be followed by many ants and therefore will receive a great amount of trail. Bad sets
of edges, chosen only to satisfy constraints, will be chosen only by few ants and therefore receive a small amount
of trail.

Table 2 shows the optimal objective values for the problems, as given in [6] and the objective values returned
by Ant Colony System, and Q-Dynamic System.

The tests show promising results for the Q-Dynamic System. The boldface solutions are the better solutions
found for the algorithms in the specified conditions for chosen parameters. As it seen, the importance of the new
rule is seen for big instances (e.g. pr439 and pcb442).

It is very important to observe from Table 3, that the number of iteration is lower for the Q-Dynamic System,
that implies a lower execution time for the new algorithm.

Problem ACS iterations Q-DS iterations
pr439 781 771.30

pcb442 783.10 403.9
rat783 1088.7 986.2

pcb1173 550.7 604.4
d1291 621.90 432.5

Table 3: The averages of iterations for Ant Colony System and Q-Dynamic System are shown for some euclidean
instances. In general Q-Dynamic System has fewer iterations than ACS and implicitly a lower execution time for
big instances.

An efficient combination with other techniques could improve the results. In general, tour improvement heuris-
tics produce better solutions than tour constructive heuristic. It is more efficient to alternate an improvement
heuristic with mutation of the last, or the best solution, rather than iteratively executing a tour improvement heuris-
tic starting from solution generated randomly or by a constructive heuristic.

There are also non-Euclidean problems from TSPLIB, for which are known optimal objective values, that could
be improved.

5 Conclusion

Q-Dynamic System, Q-DS is a new ant-based system. The new algorithm is the Ant Colony System improved
with 2,3 opt. techniques and with a new correction rule for a valuable parameter.

The results of several tests shows that the new rule, called, the q-rule is in the benefit of Traveling Salesman
Problem tours, especially for big instances. The execution time of Q-DS is shorter than for Ant Colony System.
The parameters used for the Q-DS are still critical, as in all other ant systems.

References

[1] M.Dorigo, "Optimization, Learning and Natural Algorithms", Ph.D.Thesis, Politecnico di Milano, Italy, 1992

[2] M.Dorigo, L.Gambardella, "Ant Colonies for the Traveling Salesman Problem", BioSystems, Vol.43, pp.73–
71, 1997.



380 Camelia-Mihaela Pintea, Dan Dumitrescu

[3] M.Dorigo, G.Caro, L.Gambardella, "Ant Algorithms for Discrete Optimization", Artificial Life, 5, 1999.

[4] M.Dorigo, V.Maniezzo, A.Colorni, "The Ant System: Optimization by a Colony of Cooperating Agents",
IEEE Transactions on Systems, Man, and Cybernetics, Vol.26, pp.29-41, 1996

[5] C-M.Pintea, D.Dumitrescu, "Improving ant system using a local updating rule", IEEE Proceedings of SYNASC,
Symbolic and Numeric Algorithms for Scientific Computing, 26-30, 2005

[6] G.Reinelt, "TSPLIB-A Traveling Salesman Problem Library", ORSA Journal on Computing, pp. 376-384,
1991.
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Proceedings of ICCCC 2006, Băile Felix - Oradea, Romania
pp. 381-385

On a Fuzzy Linguistic Approach to Solving Multiple Criteria Fractional
Programming Problem

Bogdana Pop, Ioan Dziţac

Abstract: Mathematical model of multiple objective linear fractional programming problem
is analyzed with respect to linguistic variables based solving methods. Two propositions are
formulated related to choosing possibilities of aggregation coefficients for fractional criteria’
membership functions. Computational results are developed in order to highlight theoretical
remarks related to membership functions’ for efficiency needed properties.

Keywords: fuzzy optimization, linguistic variable, multi-objective programming, linear fractional program-
ming.

1 Introduction

In 2004 Rommelfanger ([6]) presented the advantages of fuzzy models in practical use. He points out that
some interactive fuzzy solution algorithms provide the opportunity to solve mixed integer programming models
as well. In 2002, Liu [4] presented a brief review on fuzzy programming models and classified them into three
classes: expected value models, chance-constraint programming and dependent-chance programming. A general
method to solve fuzzy programming models was also documented in Liu’s paper.

Dutta, Tiwari and Rao [3] modified Luhandjula’s linguistic approach ([5]) to obtain efficient solutions for
MOLFPP (multiple objective linear fractional programming problem). In [8] some shortcomings are pointed out
and a correct proof of Dutta’s et al. main theorem is given. Moreover, it is noticed that the method presented in
[3] only works efficiently if some quite restrictive hypotheses are satisfied. Chakraborty and Gupta [2] described
a new fuzzy method to solving MOLFPP improving the complexity of computations by defining fuzzy goals for a
deterministic MOLFPP.

In [2] Carlsson et al. considered a mathematical programming problem in which the functional relationship
between the decision variables and the objective function is not completely known and built a knowledge-base
which consists of a block of fuzzy if-then rules, where the antecedent part of the rules contains some linguistic
values of the decision variables, and the consequence part is a linear combination of the crisp values of the decision
variables.

The concept of linguistic variable was introduced by Zadeh [4] to provide a means of approximate characteriza-
tion of phenomena that are too complex or too vague (not well)-defined to be described in conventional quantitative
terms.

Mathematical model of MOLFPP is presented in Section2. Comments on linguistic variables based solving
methods are formulated in Section 3. Some computational results are developed in Section 4 in order to highlight
theoretical remarks which were made before. Brief summary and conclusions are inserted in Section 5.

2 Mathematical model of MOLFPP

Consider the multiple objective linear fractional programming problem (MOLFPP):

”max”

{
z(x) =

(
N1 (x)
D1 (x)

,
N2 (x)
D2 (x)

, ...,
Np (x)
Dp (x)

)
| x ∈ X

}
(1)

where
(i) X = {x ∈ Rn | Ax≤ b,x≥ 0} is a convex and bounded set,
(ii) A is an m×n constraint matrix, x is an n-dimensional vector of decision variable and b ∈ Rm,
(iii) p≥ 2,
(iv) Ni (x) =

(
ci
)′

x+di, Di (x) =
(
ei
)′

x+ fi,∀i = 1, p,
(v) ci,ei ∈ Rn,di, fi ∈ R,∀i = 1, p,
(vi)

(
ei
)′

x+ fi > 0,∀i = 1, p,∀x ∈ X .
The term ”max” being used in Problem (1) is for finding all weakly efficient and strongly efficient solutions in

a maximization sense in terms of classic definitions [7].
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To solve a multiple objective programming problem means to find a compromise solution. In this case, the
fuzzy set theory proposes appropriate modeling tools for handling compromises. The goal of obtaining better
solutions is connected to the goal of choosing appropriate fuzzy aggregation model depending on the application’s
specific nature.

3 On linguistic variables based solving methods

Imprecise aspirations of the decision-maker can be represented by structured linguistic variable. The concept of
(Z,ε)-proximity will be used in the larger framework of the linguistic variables domain which leads with following
membership functions:

CNi
j (x) =

⎧⎪⎪⎨
⎪⎪⎩

0 , if Ni (x) < p j
i

Ni (x)− p j
i

N0
i − p j

i

, if p j
i ≤ Ni (x)≤ N0

i

0 , if Ni (x) > N0
i

,∀i = 1, p, (2)

CDi
j (x) =

⎧⎪⎪⎨
⎪⎪⎩

0 , if Di (x) > s j
i

s j
i −Di (x)
s j
i −D0

i

, if D0
i ≤ Di (x)≤ s j

i

0 , if Di (x) < D0
i

,∀i = 1, p (3)

or

Czi
j (x) =

⎧⎪⎪⎨
⎪⎪⎩

0 , if zi (x) < r j
i

zi (x)− r j
i

z0
i − r j

i

, if r j
i ≤ zi (x)≤ z0

i

0 , if zi (x) > z0
i

,∀i = 1, p. (4)

where N0
i , D0

i and z0
i

(∀i = 1, p
)

represent the maximal value of nominator Ni (x), the minimal value of denominator

Di (x) and the maximal value of linear fractional functions zi (x) on the set X , while p j
i , s j

i , r j
i ( j = 1,2,3) are the

thresholds beginning with which values Ni (x), Di (x) and zi (x) are (quite close, close, very close) acceptable.
When membership functions (2)-(3) are used an aggregation of them are made later in order to obtain a mem-

bership function for objective functions. These membership functions are better to be used than membership func-
tions (4) because of linearity. Despite of this, an obtained membership function could loose essential properties of
corresponding objective function if the aggregation operator is not well selected.

The aim of this paper is to analyze some aspects which must be taken into consideration when coefficients’
selection in a linear combination of linear membership function is made. Next we will focus on one single objective
function. Consequently, above i indexes will not be necessary to be used and we will eliminate them in order
to avoid complicated formulas. Thresholds’ j indexes will be also eliminated. Next we work with following
membership functions.

CN (x) =

⎧⎪⎨
⎪⎩

0 , if N (x) < p
N (x)− p
N0− p

, if p≤ N (x)≤ N0

0 , if N (x) > N0

,

for fuzzyfing nominator’s maximization goal and

CD (x) =

⎧⎪⎨
⎪⎩

0 , if D(x) > s
s−D(x)
s−D0 , if D0 ≤ D(x)≤ s

0 , if D(x) < D0

for fuzzyfing denominator’s minimization goal.
When a linear aggregation μ (x) = wCN (x)+w′CD (x) is made new membership function μ (x) would be better

to verify hypothesis (5) in order to retain all essential properties of initial linear fractional function z(x) from the
optimization point of view.
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∀x1,x2 ∈ X ,z
(
x1)> z

(
x2) then μ

(
x1)> μ

(
x2) (5)

In literature hypothesis (5) is stated to be verified or it is replaced by equivalent hypotheses. In [8] it is proved
that coefficients w and w′ must verified kA < w′/w < kA where

A = min

{
N
(
x1
)−N

(
x2
)

D(x1)−D(x2)
| D(x1)< D

(
x2) , N

(
x1
)

D(x1)
<

N
(
x2
)

D(x2)
,x1,x2 ∈ X

}

and

A = max

{
N
(
x1
)−N

(
x2
)

D(x1)−D(x2)
| D(x1)> D

(
x2) , N

(
x1
)

D(x1)
<

N
(
x2
)

D(x2)
,x1,x2 ∈ X

}
.

Using transformation y = x1−x2,x1,x2 ∈X following equivalent formulas (6) to calculate A and A are obtained.

A = min
{

c′y
e′y | e′y < 0, c′y

d′y > z
(
x2
)}

, A = max
{

c′y
e′y | e′y > 0, c′y

e′y < z
(
x2
)}

. (6)

Because of propositions below we can conclude that hypothesis (5) and its equivalent forms could give an
empty range for w′/w.

Proposition 1. Hypothesis (5) can be verified by z(x) and μ (x) if and only if

∂ z
∂xi

· ∂μ
∂xi

≥ 0 for each i = 1,2, ...,n.

Proposition 2. A non-empty range for w′/w to verifying hypothesis (5) exists if and only if

hi (x) =
(
cie
′ − eic

′)x+ ci f − eid,x ∈ X , i = 1,2, ...,n

doesn’t change its sign over X, for each index i.

Proposition (1) is a consequence of monotony from the 1−dimensional case. In fact, hypothesis (5) states
monotony along any direction. Proposition (2) is a consequence of computing partial derivatives. Derivatives of
linear function μ are constant and the sign of derivatives of linear fractional function z is stated by hi.

∂
∂xi

(
c′x+d
e′x+ f

)
=

(cie′ − eic′)x+ ci f − eid

(e′x+ f )2

∂
∂xi

[
α
(
c′x+d

)
+β

(
e′x+ f

)]
= αci +βei

Coefficients α and β involve coefficients w and w′, thresholds p and s and marginal solutions N0 and D0 of
nominator and denominator respectively.

Returning to MOLFPP we have to conclude that any solving method can be improved by choosing proper mem-
bership functions for each criterion. An n−dimensional MOLFPP can be considered as being 2n−dimensional
MOLPP (multiple objective linear programming problem) if all fractional objective functions in MOLFPP come
from 2−dimensional models. Otherwise, for fractional objective functions it is better to consider linguistic variable
based membership functions which can retain their more essential properties.

4 Computational results

In this section, the example considered in [3] and [8] is discussed.

Example 3.

max

(
z1 (x) =

x1 + x2−1
−x1 +2x2 +7

,z2 (x) =
2x1 + x2−2

x2 +4

)
(7)

subject to
−x1 +3x2 ≤ 0,
x1 ≤ 6,
x1,x2 ≥ 0.

(8)
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The single efficient point of Problem (7)-(8) is xopt = (6,0). Both objective functions reach in this point their
optimum, independently one from another, on the same feasible region. Marginal solution of functions z1,z2 and of
their nominators and denominators, marginal points of the feasible set X and thresholds p1, p2,s1,s2 are described
in the table below.

Marginal points f1 N1 p1 D1 s1 f2 N2 p1 D2 s2

(0,0) −0.142 −1 4 7 3 −0.5 −2 8 4 7
(6,0) 5 5 4 1 3 2.5 10 8 4 7
(6,1) 1.6 8 4 5 3 2 12 8 6 7

Optimizing (6) following results are obtained.

i Ai Ai Range for w′i/wi Remarks
1 1.46189 4.98327 [3.334,1] /0
2 1.47488 2.49800 [1.875,1] /0

Even the range of w′/w is empty selecting different values for w′,w efficient or non-efficient solution can be
obtained as it can be seen below.

w1 w′1 w′1/w1 w2 w′2 w′2/w2 Remarks
0.035 0.465 13.285 0.475 0.025 5.263 Efficient solution
0.991 0.007 7.063 0.001 0.001 1 Non-efficient solution

Information from the next table states that hypothesis (5) couldn’t be verified for any set of aggregation coeffi-
cients w,w′.

i h1
i (x) Remarks

1 3x2 +6 ≥ 0,∀x ∈ X
2 −3x1 +9 ≤ 0 for x1 ≥ 3, ≥ 0 for x1 ≤ 3

5 Conclusions

Advantages of fuzzy models in practical use and general methods to solve fuzzy programming models were
synthesized so far ([2, 4, 6]). Fuzzy approaches to solve deterministic problems were developed in recent literature.

We have addressed linguistic variable based method for solving linear fractional programming problems. Two
propositions were formulated related to choosing possibilities of aggregation coefficients for fractional criteria’
membership functions.

Computational results were developed in order to highlight theoretical remarks related to membership func-
tions’ for efficiency needed properties.

We have concluded that any solving method can be improved by choosing proper membership functions for
each criterion in order to retain more essential properties of models. Also, an n−dimensional fractional problem it
is better to be considered as being 2n−dimensional linear problem if all fractional objective functions come from
2−dimensional models.
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An Off-line Electronic Cash System with Multiple Banks

Constantin Popescu, Horea Oros

Abstract: Secure and efficient electronic payment systems are significant for electronic
commerce. Fangguo [9] proposed a fair electronic cash system with multiple banks based on
a group signature scheme of Camenisch [5] and the group blind signature scheme of Lysyan-
skaya [11]. Ateniese proved in [1] that these group signature schemes does not satisfy the
property of coalition-resistance. In this paper we extend the electronic cash system of Fang-
guo by using a secure coalition-resistant group blind signature scheme. The main benefits
of our off-line electronic cash system, compared to the scheme of Fangguo, relate to the
underlying group signature scheme’s improved efficiency and provable security.

Keywords: Cryptography, electronic cash system, group blind signatures.

1 Introduction

The first electronic cash system was suggested by Chaum [7] in 1982. Chaum used the technique of blind
signatures in order to guarantee the privacy of users. Von Solms and Naccache showed in [18] that anonymity
could be used for blackmailing or money laundering by criminals without revealing their identities.

Fair electronic cash systems have been suggested independently by Brickell, Gemmel and Kravitz [3] and
Stadler, Piveteau and Camenisch [16] as a solution to prevent blackmailing and money laundering. The efficiency
and the security of the scheme in [3] have been later improved in [10]. Also, various fair electronic cash systems
using group signature schemes have been proposed in [6], [12], [14], [17]. Traore [17] proposed a solution that
combine a group signature scheme and a blind signature scheme in order to design a fair off-line electronic cash.
Recently, Qiu et al. [15] presented a new electronic cash system using a combination of a group signature scheme
and a blind signature scheme. Canard and Traore [6] and Choi, Zhang and Kim [8] suggested that the Qiu’s system
does not provide the anonymity of the customers.

In the above electronic cash systems, the electronic coins are issued by one bank. However, in practice it is
more convenient to use electronic coins issued by multiple banks from a country. Each of these banks can issue
electronic coins of its own. These banks form a group under control of an authorized party such as the Central
Bank of the country.

Fangguo [9] proposed a fair electronic cash system with multiple banks based on a group signature scheme of
Camenisch [5] and the group blind signature scheme of Lysyanskaya [11].

In their payment system, they used a group signature scheme of Camenisch and Stadler [5] for large groups
which is not secure. Ateniese proved in [1] that this group signature scheme does not satisfy the property of
coalition-resistance.

In this paper we extend the electronic cash system of Fangguo [9] by using a secure coalition-resistant group
blind signature scheme [13].

The remainder of this paper is organized as follows. In the next section, we present a model for off-line
electronic cash systems with multiple banks. Then, we present our off-line electronic payment system in Section
3. Furthermore, we discuss some some aspects of security and efficiency in Section 4. Finally, Section 5 concludes
the work of this paper.

2 The Model for Off-line Electronic Cash Systems with Multiple Banks

In the model of Fangguo [9] there are many banks. These banks form a group under control of the Central
Bank. The Central Bank plays the role of the group manager in a group signature scheme. In an off-line electronic
cash system with multiple banks [9], the following parties are involved: the Central Bank B, many local banks
B1,B2, ...,Bt , a trusted third party T, some customers C1,C2, ...,Cz and some merchants M. The basic model for
off-line electronic cash system with multiple banks is presented in Figure 1.

The model includes the following protocols:
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Figure 1: The model for off-line electronic cash system with multiple banks

a. Registration Protocol. The customer C establishes the relationship of his identity to the trusted third party.
So, the trusted third party can revoke the customer anonymity when is necessary. At the same time the
customer gets a certificate issued by the trusted third party that proves his registration.

b. Open account Protocol. The customer Ci opens his account in his bank Bi.

c. Withdrawal Protocol. The customer Ci withdraws an electronic coin from his bank Bi.

d. Payment Protocol. The customer Ci purchases goods in the merchant M and pays the coin to the merchant
M.

e. Deposit Protocol. The merchant M deposits the received coin to his account in his bank Bj.

f. Trace Protocol. When illegal acts like blackmailing, money laundering and illegal purchases are disclosed,
the bank Bj sends the received coin to the Central Bank. Then the Central Bank finds the bank Bi and the
customer Ci can be traced with the help of the trusted third party.

3 The Proposed Off-line Electronic Cash System with Multiple Banks

In the proposed electronic cash system all banks form a group with the Central Bank as group manager and
all customers also form a group with a trusted third party as group manager. Each bank can issue coins using the
technique of group blind signature scheme.

3.1 Registration Protocol

The Central Bank uses the group signature scheme of Ateniese, Camenisch, Joye and Tsudik [2] in order to
select the following parameters:

a. Let k, lp and ε > 1 be security parameters and let λ1,λ2,γ1,γ2 denote lengths satisfying λ1 > ε(λ2 + k)+
2,λ2 > 4lp,γ1 > ε(γ2 + k) + 2 and γ2 > λ1 + 2. Define the integral ranges Λ = [2λ1 − 2λ2 ,2λ1 + 2λ2 ] and
Γ = [2γ1 −2γ2 ,2γ1 +2γ2 ].

b. Select random secret lp-bit primes p′,q′ such that p = 2p′+ 1 and q = 2q′+ 1 are prime. Set the modulus
n = pq. It is a good habit to restrict operation to the subgroup of quadratic residues modulo n, i.e., the cyclic
subgroup QR(n) generated by an element of order p′q′. This is because the order p′q′ of QR(n) has no small
factors.

c. Choose random elements a,a0,g,h ∈ QR(n) of order p′q′.

d. Choose a random secret element x ∈ Z∗p′q′ and set y = gx modn.

e. Finally, let H be a collision-resistant hash function H : {0,1}∗ → {0,1}k.
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f. The group public key is P = (n,a,a0,H,y,g,h, lG,λ1,λ2,γ1,γ2).

g. The corresponding secret key is S = (p′,q′,x). This is the Central Bank’s secret key.

The trusted third party executes the same steps as the Central Bank to setup parameters with the following
modifications:

a. Choose random elements a′,a0,g′,h ∈ QR(n) of order p′q′.

b. Choose a random secret element x′ ∈ Z∗p′q′ and set y′ = g′x′ modn.

c. The group public key is P′ = (n,a′,a0,H,y′,g′,h, lG,λ1,λ2,γ1,γ2).

d. The corresponding secret key is S′ = (p′,q′,x′). This is the secret key of the trusted third party.

A bank Bi joins the group of banks and gets its membership certificate. To obtain its membership certificate,
each bank Bi must perform the following protocol with the Central Bank:

a. Generates a secret key xi ∈ Λ. The corresponding public key is yi = axi modn. The bank Bi also proves to
the Central Bank that the discrete logarithm of yi with respect to base a lies in the interval Λ (see [4]).

b. The Central Bank sends to the bank Bi the new membership certificate (Ai,ei), where ei is a random
prime chosen by the Central Bank such that ei ∈ Γ and Ai has been computed by the Central Bank as
Ai = (yia0)

1/ei modn.

c. The Central Bank creates a new entry in the membership table and stores (Ai,ei) in the new entry.

When a customer Ci registers in the trusted third party, he gets a membership certificate and become a legal
member of the customer group. To obtain his membership certificate, each customer Ci must perform the following
protocol with the trusted third party:

a. Generates a secret key x′′i ∈Λ. The corresponding public key is y′i = a′x′′i modn. The customer Ci also proves
to the trusted third party that the discrete logarithm of y′i with respect to base a′ lies in the interval Λ (see
[4]).

b. The trusted third party sends to the customer Ci the new membership certificate (A′i,e′i), where e′i is a random
prime chosen by the trusted third party such that e′i ∈ Γ and A′i has been computed by the trusted third party

as A′i = (y′ia0)
1/e′i modn.

c. The trusted third party creates a new entry in the membership table and stores (A′i,e′i) in the new entry.

3.2 The Withdrawal Protocol

The withdrawal protocol involves the customers and the banks. A customer has his account number in his bank
Bi. When the customer wants to withdraw an electronic coin, he first performs a protocol with Bi to authenticate
his identity and his account number. If succeed, the customer generates an electronic coin m and gets the group
blind signature of Bi on m by performing the following protocol:

The bank Bi does the following:

a. Computes:
Ã = Aiy

xi (modn) , B̃ = gxi (modn) , D̃ = geihxi (modn) (1)

b. Chooses random values r̃1 ∈±{0,1}ε(γ2+k), r̃2 ∈±{0,1}ε(λ2+k), r̃3 ∈±{0,1}ε(γ1+2lp+k+1), r̃4 ∈±{0,1}ε(2lp+k)

and computes:

t̃1 = Ãr̃1/
(
ar̃2yr̃3

)
, t̃2 = B̃r̃1/gr̃3 , t̃3 = gr̃4 , t̃4 = gr̃1hr̃4 (2)

c. Sends (Ã, B̃, D̃, t̃1, t̃2, t̃3, t̃4) to the customer.

In turn, the customer does the following:
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a. Chooses α1,α2,α3,α4,δ ∈R {0,1}ε(lp+k) and computes:

t1 = aδ
0 t̃1Ãα1−δ2γ1 /(aα2−δ2λ1 yα3), t2 = t̃2B̃α1−δ2γ1 /gα3 (3)

t3 = t̃3B̃δ gα4 , t4 = t̃4D̃δ gα1hα4 (4)

b. Computes:

c = H(m‖g‖h‖y‖a0‖a‖Ã‖B̃‖D̃‖t1‖t2‖t3‖t4) (5)

c̃ = c−δ (6)

c. Sends c̃ to the signer.

The bank Bi does the following:

a. Computes:

s̃1 = r̃1− c̃(ei−2γ1), s̃2 = r̃2− c̃(xi−2λ1) (7)

s̃3 = r̃3− c̃eixi, s̃4 = r̃4− c̃xi (8)

b. Sends (s̃1, s̃2, s̃3, s̃4) to the user.

The customer does the following:

a. Computes:

s1 = s̃1 +α1, s2 = s̃2 +α2 s3 = s̃3 +α3 (9)

s4 = s̃4 +α4, A = ÃH(c‖s1‖s2‖s3‖s4) modn (10)

B = B̃H(c‖s1‖s2‖s3‖s4) modn,D = D̃H(c‖s1‖s2‖s3‖s4‖A‖B) modn (11)

b. The resulting group blind signature of a message m is (c,s1,s2,s3,s4,A,B,D).

3.3 The Payment Protocol

The payment protocol involves the customers and the merchant.

a. The customer sends to the merchant the group blind signature σ = (c,s1,s2,
s3,s4,A,B,D) of the message m.

b. The merchant first verifies the validity of the group blind signature σ = (c,s1,s2,
s3,s4,A,B,D) with the public key P as follows:

(a) Computes:

b1 = 1/H(c‖s1‖s2‖s3‖s4) (12)

b2 = 1/H(c‖s1‖s2‖s3‖s4‖A‖B) (13)

t ′1 = ac
0Ab1(s1−c2γ1 )/(as2−c2λ1 ys3)modn (14)

t ′2 = Bb1(s1−c2γ1 )/gs3 modn (15)

t ′3 = Bcb1gs4 modn (16)

t ′4 = Dcb2gs1−c2γ1 hs4 modn (17)

c′ = H(m‖g‖h‖y‖a0‖a‖Ab1‖Bb1‖Db2‖t ′1‖t ′2‖t ′3‖t ′4) (18)

(b) Accept the group blind signature if and only if:

c =c′ (19)

s1 ∈±{0,1}ε(γ2+k)+1, s2 ∈ ±{0,1}ε(λ2+k)+1 (20)

s3 ∈±{0,1}ε(λ1+2lp+k+1)+1, s4 ∈ ±{0,1}ε(2lp+k)+1 (21)
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c. The customer computes m′ = H(c‖s1‖s2‖s3‖s4‖A‖B‖D) and signs m′ using the group signature scheme
proposed by Ateniese, Camenisch, Joye and Tsudik [2]:

(a) Chooses a random integer w′ ∈ {0,1}2lp and computes:

T1 = A′iy
′w′ (modn) ,T2 = g′w

′
(modn) ,T3 = g′e

′
i h′w

′
(modn) (22)

(b) Randomly chooses:

r1 ∈±{0,1}ε(γ2+k), r2 ∈ ±{0,1}ε(λ2+k) (23)

r3 ∈±{0,1}ε(γ1+lp+k+1), r4 ∈ ±{0,1}ε(2lp+k) (24)

(c) Computes:

d1 = T r1
1 /(a′r2y′r3),d2 = T r1

2 /g′r3 ,d3 = g′r4 ,d4 = g′r1hr4 (25)

(d) Computes:

c1 = H(m′‖g′‖h‖y′‖a0‖a′‖T1‖T2‖T3‖d1‖d2‖d3‖d4) (26)

s′1 = r1− c1(e′i−2γ1), s′2 = r2− c1(x′′i −2λ1) (27)

s′3 = r3− c1e′iw
′, s′4 = r4− c1w′ (28)

(e) The resulting group signature of a message m′ is (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3).

d. The customer sends the merchant the group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) of the message m′.

e. The merchant verifies the group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) of the message m′ with public key P′ as

follows:

(a) Computes:

d′1 =ac1
0 T

s′1−c12γ1

1 /(a′s
′
2−c12λ1 y′s

′
3)modn (29)

d′2 =T
s′1−c12γ1

2 /g′s
′
3 modn (30)

d′3 =T c1
2 g′s

′
4 modn (31)

d′4 =T c1
3 g′s

′
1−c12γ1 hs′4 modn (32)

c′1 =H(m′‖g′‖h‖y′‖a0‖a′‖T1‖T2‖T3‖d′1‖d′2‖d′3‖d′4) (33)

(b) Accept the group signature if and only if:

c1 =c′1 (34)

s′1 ∈±{0,1}ε(γ2+k)+1, s′2 ∈ ±{0,1}ε(λ2+k)+1 (35)

s′3 ∈±{0,1}ε(γ1+lp+k+1)+1, s′4 ∈ ±{0,1}ε(2lp+k)+1 (36)

3.4 The Deposit Protocol

The deposit protocol involves the merchant and the bank Bj as follows:

a. The merchant sends to the bank Bj the group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) on the message m′ and the

group blind signature σ = (c,s1,s2,s3,s4,A,B,D) of the message m.

b. The bank Bj first verifies the validity of the group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) using the same oper-

ations as the merchant (see step 5 from subsection 3.3).

c. If the group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) is valid, the bank Bj verifies the validity of the group blind

signature σ = (c,s1,s2,s3,s4,A,B,D) using the same operations as the merchant (see step 2 from subsection
3.3).

If the group blind signature σ is valid and the coin m was not deposited before, the bank Bj accepts the coin
m and then the merchant sends the goods to the customer.

If the coin m was deposited before, double spending is found. Then the bank Bi and the trusted third party can
identify the identity of the dishonest customer.
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3.5 The Trace Protocol

The bank Bj can legally trace the customer of a paid coin with the help of the Central Bank. The bank Bj sends
the group signature (c1,s′1,s

′
2,s

′
3,s

′
4,T1,T2,T3) and the group blind signature σ = (c,s1,s2,

s3,s4,A,B,D) of the message m to the Central Bank. The Central Bank will find the bank Bi who issued the coin
m using the open protocol of the group blind signature scheme [13]. When the bank Bi is found, the bank Bi and
the trusted third party will find the dishonest customer using the open protocol of group signature scheme [2].

To open a group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) and reveal the identity of the dishonest customer (e.g.,

double spender) who created a given group signature, the trusted third party performs the following steps:

a. Verifies the validity of the group signature (c1,s′1,s
′
2,s

′
3,s

′
4,T1,T2,T3) with public key P′ using the same

operations as the merchant (see step 5 from subsection 3.3).

b. Computes A′i = T1/T x′
2 modn and generates a proof that:

logg′ y
′ = logT2

T1/A′i.

c. Search through the group member list to get the identity of the customer Ci corresponding to A′i.

4 Security Considerations

In this section we discuss some aspects of security of our off-line electronic cash system with multiple banks.
We will state the theorems and sketch the proofs, showing that the proposed system satisfies the following proper-
ties: unforgeability of coins, security against money laundering and anonymity of honest customer.

Theorem 1. If the group blind signature scheme is secure against forgery and the hash function H is collision-
resistant, the e-cash system is secure against forgery of the coin.

Proof. Since the group blind signature scheme is secure against forgery, this allows only the legal bank to generate
the blind signature for the coin m. As the hash function H is collision-resistant, the customer cannot forge the coin
m. Furthermore, from the property of coalition-resistance of a group blind signature scheme, the banks will not
collude each other, such that the issued group blind signature could not be open by the Central Bank.

Theorem 2. Assuming that the group signature scheme and the group blind signature scheme are computationally
secure, the off-line e-cash system with multiple banks is secure against money laundering.

Proof. Since the trusted third party knows the relation between customer’s identification and his secret key, money
laundering is prevented. When money laundering happens, the trusted third party reveals the identity of dishonest
customer using the trace protocol.

Theorem 3. The e-cash system achieves anonymity with respect to the bank, that is, it is infeasible for the bank to
trace legal customers without the help of the trusted third party.

Proof. Assuming that the group signature scheme and the group blind signature scheme are computationally se-
cure, our system is secure against tracing a honest customer by the bank. Identifying the actual honest customer is
computationally hard for everyone, but the trusted third party, due to the group signature scheme. Also, since the
group blind signature σ can not give any information for the coin m, the bank can not link the blind coin with the
identity of the customer. Therefore, it is infeasible for the bank to trace honest customers without the help of the
trusted third party.

5 Conclusion

In this paper we proposed an off-line electronic cash system with multiple banks based on a secure coalition-
resistant group blind signature scheme. Our scheme is an extension of the electronic cash scheme of Fangguo.
Also, the main benefits of our off-line electronic cash system, compared to the scheme of Fangguo, relate to the
underlying group signature scheme’s improved efficiency and provable security.
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Parallel Video Processing using mpiJava & JMF

Niall Purcell, Sabin Tabirca, Daniel C. Doolan

Abstract: This article describes a solution for parallel video processing based on the mpiJava
and Java Media Framework (JMF) technologies. The article begins with a brief introduction
of the work which is followed by a review of the problem and similar articles. This paper de-
scribes the architecture of the parallel system and some important features of it. Experimental
tests show that the execution time is greatly improved to that of the sequential computation.

1 Introduction

Video processing is an important field in the area of multimedia technology. Many of the current applications,
such as Final Cut Pro (FCP) and Adobe Premier (AP), that run on single processor machines are very demanding
both on the processor and the main memory. For example the rendering time of a few hundred video frames can
take hours depending of the transformations to be applied. Therefore, there is a need to create video applications
that address these issues and make the rendering time of the processed movie shorter. Developing multiprocessor
applications can be a solution to the speedup the execution and to obtain reasonable rendering times. In this work a
combination of technologies was used to create a parallel application that splits the input movie into small chunks
to process. These include Sun’s Java Media Framework(JMF) [1] for video processing and mpiJava which was
developed as part of the HPJava project [3].

1.1 Problem Review

The applications FCP and AP provide a comprehensive set of tools for video processing. However, they can
still be quite slow when rendering a video. Video frames maybe lost or distorted when the application is running
on a slow machine. The need for distributed computing is obvious in this area. Several issues had to be overcome
to create the application. One of the important issues that had to be overcome was the choice of languages used.
The JMF and mpiJava libraries were chosen for this work, to create the parallel video processing application. JMF
provides adequate features to be used in the area of multimedia. It contains MediaHandlers such as MediaPlayer,
Player and Processor objects, that can be used to control and manipulate video [1]. These features are used to split
the input movie into shorter movies and to extract each frame from the sub-movies for processing.

mpiJava is an object-oriented Java interface to the standard Message Passing Interface(MPI). It supports only
the basic java datatypes such as byte, char and int. There is also a predefined datatype MPI.OBJECT for derived
data types. It does not contain any means to supply graphical information like its C counterpart. The C imple-
mentation of MPI contains the Multi Processing Environment (MPE) libraries that can be used for performance
analysis and as graphical visualization tools. This is one of the main drawbacks of the Java implementation of MPI
[3]. Another requirement of the project is the ability to visualize the work in progress on individual processors.
mpiJava was used to scatter the small movies onto processors and to gather the processed movies back to the root
processor.

1.2 Related Work

Although parallel computing is a very efficient way to address video processing we have found only a handful
of relevant publications that address this topic. In a very recent work Eidenberger [6] presents solutions based on
LAN-connected PC workstations. The paper describes a prototype system implemented using free Java software
and standard network protocols. Video data is streamed from and to processing hosts using IP multicast and Real-
time transfer protocol based on on the Gigabit Ethernet. The system proves to be very flexible to scale it on several
types of networks, however no experimental tests are given to show its efficiency.

Previous to this there had been some articles on Parallel Software-only Video Effects Processing systems(PSVP).
The articles describe and discuss temporal and spatial parallelism. Mayer-Patel and Rowe [7] deal with spatial
parallelism and the video effects system designed for internet video while in [8] they concentrate on temporal
parallelism for the same system, parallelisation methods and control of data flow. Yang et.al. [9] developed a
system based on pipelining computation for spatially and temporally parallelised video processing. It is based on
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a scheduler that distributes the task at compile time on a network of workstation (NOW) to minimise the number
of processors for a required task as well as to maximise the throughput.

2 Design

The parallel application is designed with software availability in mind and every attempt was made to use
existing software. JMF and mpiJava are freely available downloads and provided adequate functionality to create
the application.

2.1 mpiJava

mpiJava is a Java interface for the well known Message Passing Interface(MPI). It was created as part of the
HPJava project [3]. It is implemented as a set of Java Native Interface(JNI) wrappers to native MPI packages. Java
was seen as potentially a good language for parallel computing because it is simple, efficient and platform-neutral.
mpiJava has several classes the most important of which is the Comm class. All communication functions in
mpiJava are members of Comm or its subclasses. A communicator stands for a collective object shared by a group
of processors. Processes communicate by addressing messages to their peers through the common communicator.
Another important class is the Datatype class. This class describes the elements that can be passed as message
buffers to the send, receive and other communication functions.

The program was designed to have several sections. Initially a sequential version was produced, which was
then altered to provide a parallel version.

2.2 The GUI & Listener

The application consists of an interface created using Java Swing [2] components. It consists of several buttons,
a slider, a time line, a list of applied filters and two areas to view a loaded video (see Figure 1). The slider and “add
button” can be used to included different filters to the list and the time line provides a visual description of this list.
Using these components we can create a sequence that contains initial and final times together with the associated
filters.

Figure 1: The GUI Elements

Initially the listener class associated with the buttons, tried to broadcast the action event among the processors.
Although broadcasting the event object was successful, it wasn’t possible to re-trigger this distributed event object
on processors other than the root. Therefore, the program continued to run only on the root processor.

To overcome this problem a work-around was found. Java provides a class Runtime and every application has
a single instance of it. This allows the application to interface with the environment in which it is running [2]. The
class also offers a method to execute a specified string command in a separate process. This method was used to
start the parallel element of the application.
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2.3 The Parallel Architecture

The architecture of the parallel section of the program is outlined in Figure 2. The root processor creates
an array of realized MediaPlayer objects. There are several other arrays created that hold basic datatype data,
including int arrays to hold the start and end frame numbers for each processor. These arrays, together with the
array of MediaPlayers, are then scattered to the processors so that each processor receives a chunck of the video
data.

Figure 2: Architecture of system

It should be noted here that MediaPlayers are scattered as type MPI.OBJECT. Any java object that is either
Serializable or Externalizable can be distributed using MPI.OBJECT as the specified datatype. The following code
is an example of distributing MediaPlayer objects :

MPI.COMM_WORLD.Scatter(mediaplayers, rank, 1, MPI.OBJECT, mediaplayers, 0, 1, MPI.OBJECT, 0);

Figure 3: Computation on Each Processor

The processing involved is frame processing. A processor grabs each frame of video, one after another, from
it’s allocated section of video using JMF’s FramePositioningControl class and the FrameGrabbingControl class.
A filter can then be applied to a grabbed frame and the filtered image is then saved to disk in JPEG format. Sun
Microsystems supplies code samples and solutions [4] with its JMF package. There is a java class available from
this solutions page to create a movie file from a list of JPEG images. A modified version of this class was used
to generate a movie file for each processor. By default the movie had to be in Quicktime format, however by
adding a timestamp to each frame the movie could be saved in MSVIDEO format [5]. The class was modified to
return a MediaPlayer object. Using the MPI.GATHER function, the MediaPlayer objects were returned to the root
processor. The following is an example of gathering MediaPlayer objects :

MPI.COMM_WORLD.Gather(theMP, 0, 1,MPI.OBJECT,mediaplayers,rank,1,MPI.OBJECT, 0);
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rank = MPI.COMM_WORLD.Rank(); size = MPI.COMM_WORLD.Size();
if(rank==0)preprocess(meadiaplayers, startFrames, endFrames);
MPI.COMM_WORLD.Scatter(mediaplayers, rank, 1, MPI.OBJECT, mediaplayers, 0, 1, MPI.OBJECT, 0);
MPI.COMM_WORLD.Scatter(startFrames, rank, 1, MPI.INT, startFrames, 0, 1, MPI.INT, 0);
MPI.COMM_WORLD.Scatter(endFrames, rank, 1, MPI.INT, endFrames, 0, 1, MPI.INT, 0);
MPI.COMM_WORLD.Bcast(rate, 0, 1, MPI.FLOAT, 0);
MPI.COMM_WORLD.Barrier();
filterMediaPlayer(mediaPlayer,starFrame, endFrame, filter);
MPI.COMM_WORLD.Gather(theMP, 0, 1, MPI.OBJECT, mediaplayers, rank, 1, MPI.OBJECT, 0);
MPI.COMM_WORLD.Barrier();
if(rank==0)(new MyConcat(mediaplayers, outFileName)).doIt();
MPI.Finalize();

Figure 4: Short Description of Parallel mpiJava Computation.

Application Time (sec)
AP 193

FCP 205
Parallel Application (p=1) 254

Table 1: Premiere and CFP Vs. Project

An array of these MediaPlayer objects, one element for each processor, was then passed to a class that would
concatenate the videos. This class was again available from the JMF samples and solutions page and was suitably
modified for this project. The result was a video that had been processed using distributed computing (see Figure
4).

One of the nice features of the application is the ability to view the work taking place on each processor (see
Figure 3). Each processor creates a JFrame that displays the original of the current frame and the current frame
when filtered. When each processor completes filtering on the required number of frames, details of the processors
are displayed. Details include the processing time, the number of frames processed and the machine name.

3 Experimental Tests

Testing took place under certain conditions to ascertain the performance benefits of using distributed computing
for video processing. The application was tested against current video applications such as Final Cut Pro and Adobe
Premiere. The sequential version of the program was also compared to the parallel version and the communication
times of distributing MediaPlayer objects were recorded.

The first test completed involved the comparison between a professional application Adobe Premiere (AP),
Final Cut Pro (FCP) and the parallel application run with one processor. As FCP and AP were unavailable on the
cluster machine and subsequently the test had to be performed on a desktop machine (P4@2.66Ghz, 512Mb RAM,
Windows XP). Table 1 illustrates the processing times of each application when the inversion transform is applied
to each frame of the test video. The video used for this test had a resolution of 768x576 pixels, 906 frames @ 25
fps and a file size of 76.5Mbs. As can be seen from Table 1 the professional applications are faster than the parallel
application run with one processor. However the difference between the speed of the applications is not hugely
vast.

The second test involved running the program for different numbers of processors. The testing of the implemen-
tation was carried out on the Boole Centre Cluster. The cluster is made up of 50 Dell PowerEdge 1655MC modular
servers consisting of 100 nodes. Each Blade server has dual PIII processors operating at 1.26Ghz, 1 gigabyte of
system memory and a 18 gigabyte Ultra 160 SCSI HD. Each blade also has dual on-board gigabit Broadcomm
Network Interface Cards (NICs). All the communication within the cluster is over gigabit networking. The video
used for this test contained 4553 frames @ 15 frames per second(fps), had a resolution of 320x240 pixels and a file
size of 76.9 Megabytes(Mb). Table 2 and Figure 5 illustrates the processing times in seconds of each processor. We
can see that the application achieves a good load balancing with only marginal differences between the execution
times. Moreover, the overall execution times reduce when the number of processors increases.

Other tests involved the analysis of communication times between processors. The communication times
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Figure 5: Graph of multiple processor test

Processors Rank 0 Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
1 1165.4
2 610.14 570.47
3 400.09 389.35 405.04
4 347.35 276.27 297.85 323.89
5 289.89 286.69 244.32 267.68 276.18
6 236.83 237.05 216.41 223.83 225.89 228.21

Table 2: Processing times in seconds of each processor.

for scattering the MediaPlayer objects, start and end frame numbers for each section and the frame rate were
recorded. The times for gathering the MediaPlayers were also recorded. Table 3 shows the difference between
communication times for different file sizes. The test was completed using six processors. It can be concluded
from Table 3 that the communication times are very small in comparison with the processing times. We can also
see that the file size does not impact on performance when distributing MediaPlayer objects as the scatter and
gather time values are very similar for different sizes of video.

File Size(Mb) Comm Rank 0 Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
14 scatter 3.02 4.78 4.74 4.78 4.78 4.74

gather 5.39 5.30 5.32 5.33 5.33 5.33
77 scatter 3.98 5.87 5.80 5.87 5.87 5.83

gather 5.29 5.29 5.28 5.29 5.29 5.29
230 scatter 3.96 5.60 5.62 5.60 5.43 5.26

gather 5.30 5.30 5.29 5.30 5.30 5.28

Table 3: Communication Times

The final experiments were carried out to find how the parallel application will run for very large video files.
For that several files were used with the same video characteristics e.g. rate at 15 frames per second and resolution
of 320x240 pixels. The execution times for p=1, p=2 and p=4 processors are presented in Table 4 for some file
sizes of 77 Mb, 230 MB, 573 Mb and 1.12 Gb. Perhaps, the usefulness of this application can be seen on the
execution times for the 1.12 Gb video. The rendering time came at 5 hours and 33 minutes when one single
processor was used. In contrast carrying out the computation on four processors reduced the rendering time 1 hour
and 38 minutes.

4 Conclusion

A parallel mpiJava application was develop to process video using JMF. Several interactive user interface
elements were created to define how the video is being filtered. The system was also capable of allowing the root
node to visualise the computation being carried out by each processor. Practical experiments have shown that this
parallel application is a successful solution to reduce video render time.
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Processors 77 Mb 230 Mb 573 Mb 1.12 Gb
p = 1 1165.4 3481.5 8692.4 19978.2
p = 2 610.14 1923.7 4397.2 11036.7
p = 4 347.35 1073.1 2591.7 5936.1

Table 4: Processing times in seconds for large video files.
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Multimedia Techniques for Watermarking Color Images

Monica Radulescu, Felicia Ionescu

Abstract: Digital color images are a kind of multimedia product that is considered to have a
big impact on human perception and for this it is the most frequently used on Internet. Most
of the watermarking techniques are dedicated to identification and copyright protection of
this kind of multimedia material. The image representation through RGB color space com-
ponents offers a lot of options to color image-watermarking algorithms. In this paper, two
categories of watermarking techniques are proposed and compared. The first one extends the
algorithms developed for grayscale images to color images by considering other color spaces
that RGB, spaces obtained by linear transformations from RGB matrices. This kind of tech-
niques treats a color image like three matrices corresponding to each color space component.
The matrices are coded independently and the image is reconstructed. The second water-
marking techniques category treats image color information in a compact way and in some
cases it can be considered independent from pixels. Both categories have a common point
in the strong connection between image quality and human visual perception. This paper
presents existing algorithms and new ones, developed by the authors. We are looking for the
perfect algorithm, which offers very high quality for the marked image and robustness to as
many attacks as possible.

Keywords: watermarking, color space, human visual system, quality and robustness

1 Introduction

Because everyone can very easily access the Internet for obtaining information, the problem of copyright pro-
tection was taken into account and for this reason watermarking techniques were developed very quickly. This
domain defines techniques for marking multimedia materials like digital images, video and audio sequences, text,
3D animation sequences, 3D models, etc.
The main requests of an image watermarking algorithm are keeping the host image quality at a high level and
offering a mark robust to as many kinds of attacks as possible. Image quality is a subjective measure. It can be
measured using a group of observers or approximated using perceptual measures like Watson measure and adaptive
peak signal to noise ratio.
An attack is any kind of transformation which can be applied to an image but which doesn’t destroy the image
information. Attacks can be non-geometrical or geometrical because most part of the watermarking techniques
doesn’t resist to both kinds of attacks.
At the beginning, watermarking techniques were made for grayscale images. A pixel from a grayscale image has
the value of its gray level intensity and the mark is inserted into that value.
Watermarking techniques use spatial or frequency domain (DCT, DFT, DWT, etc.), masking methods for find-
ing the optimal gain factor and preserving image quality and distribution algorithms (we need to cover all image
surface). Mark detection can be made using statistics or a marking image that will be extracted in the decoding
process. (a logo or any interesting image)
Color images are represented in the RGB color space for display. This kind of images is a challenge for water-
marking algorithms. Pixel information is three times bigger that the one from a grayscale image pixel. Obvious,
we need to ask which one of those will be marked. All three of them or just one? First of all, using RGB space in
watermarking algorithms doesn’t offer the best results, because this space has very strong correlated components.
Human visual system is less sensitive to blue channel distortion, so the mark can be added only to this component.
This reduces color image watermarking to marking blue-scale images.
Watermarking color images techniques can be divided in two categories: methods that evolved from grayscale
images algorithms, in which the components of the chosen color space are considered independent and dedicated
algorithms for marking color images. In the last category of methods the whole image color information is used.
The two categories don’t exclude reciprocally. In this paper are presented watermarking techniques from both
categories. The experimental results are analyzed and compared, searching the optimal color image watermarking
algorithm.
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2 Watermarking algorithms for color images extended from
grayscale watermarking algorithms

At the beginning, watermarking techniques for color images used the components from RGB space. Because
they didn’t get very good results, they considered other color spaces which were obtained from RGB by lin-
ear transformations. (a perfect inverse transformation was needed for coming back in the RGB space). These
color spaces are used for segmentation algorithms. Because JPEG standard uses YUV space and sub-sample the
chrominance we can insert the mark into the luminance component. Most of the watermarking techniques for color
images, obtained from classic methods, are using the luminance component. Other color spaces that can be used
are YIQ, I1I2I3, XYZ (the linear part of the RGB - CIE transformation), CO (Color Opponency), YCM, etc.
In [1] an algorithm based on DCT is analyzed using many color spaces and in [2] the same analyze is done on a
wavelet based algorithm. The only way to find the color component that has the best results is by experimental
trying.
Watermarking techniques try to insert the mark into the host parameters that will be exposed to attacks as little as
possible. Frequently used are the low and medium frequency coefficients (which are very little affected by lossy
compression), feature points [3], very textured parts of an image, etc. The coefficients of a frequency band are ob-
tained using a transformation like Fourier, Cosines (used in JPEG standard), wavelet (used in JPEG 2000 standard)
Every algorithm has its own insertion mechanism. The mark can be inserted multiplicatively or additively, can be
generated using a random generator or can be chosen for every image [4]. All these methods can be applied to
grayscale and color images. The experimental results depend on the method we use, every one of these techniques
trying to be very robust to attacks.
In this section is presented a color image watermarking technique based on wavelet transformation and its results
after attacking the image using PhotoShop 7.0 This algorithm is similar to one in [2]. It is an adaptive algorithm
based on wavelet and Hadamard transformations. Hadamard transformation is used to decorrelate the components
of the low frequency band obtained after wavelet transform. Because we want an algorithm for color images we
use the YUV space and we code separately the luminance and the chrominance. Every channel is coded with its
own parameters but only the coding of the luminance channel is adaptive because to this channel the human visual
system is more sensitive. The adaptability stays in recoding the host image several times with different parameters,
until a good PSNR (adaptive measured) is achieved.
The experimental results obtained for this algorithm show an invisible mark and a very good quality marked im-
age. The mark is also robust to many kinds of attacks like JPEG compression with a quality factor equal to 30,
gif compression, wavelet compression (for JPEG 2000 standard), blur and sharpening filters, linear and non-linear
filters, adding noise of different kinds, geometrical transformations reversed using PhotoShop tools, contrast, color
or brightness adjustments, histogram equalization, thresholding, etc.
The main disadvantage for this kind of watermarking scheme is the powerful synchronization between the host
image and the mark. If we broke this synchronization (exp. By applying the smallest geometrical attack) the mark
can’t be recover anymore. We also have to be careful to the marked image quality and have an adaptive gain
factor. This algorithm has better results for grayscale images than for color images. The coding/decoding steps are
complex and the proper color space and components have to be chosen by experimental results.

3 Color-based watermarking algorithms

Another kind of watermarking algorithms for color images is the category of color-based techniques. The mark
is inserted into the color information of an image, respecting the same demands on quality and robustness as the
classic algorithms. In this paper two methods from this category are proposed.
The first one is presented in [6] and is used more for the images that are going to be print and scan. For this reason
the YCM space is used. The values of color components of a pixel are modified to obtain a maxim distortion of the
luminance component. The mark is introduced additively. We tried for this technique two methods of detection.
We used a correlation function for the coded components vector and the corresponding mark and we estimated the
mean value of the image luminance and compared it with the one for original image. Each of these methods has
better results for some categories of attacks. For example, if we rotate the marked image with four degrades the
mark is correctly detected only with the first method of detection.
This watermarking technique has the disadvantage of geometrical synchronization between the host image and the
mark. Besides, it isn’t a blind technique because it uses for detection the original image.
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Figure 1: The activity diagram for the coding step Figure 2: Marked image using the presented method

The second method we propose organizes the color information after color components values (R, G, B) or after
the ones of the CO space building an information vector that will be coded. In this way, the mark isn’t geometrical
synchronized with the image anymore and we achieve robustness to this kind of attack. The algorithm uses a
random generated mark, which is additively introduced in the information vector. The activity diagram of the
coding steps is given in Figure 1. The CO (Color Opponency) color space is obtained from RGB space through
the next linear transformation:

A = R + G + B
BY = 2B - R -G
RG = R - 2G + B

The studies that were made proved that this color space is one of the best choices to hide small perturbation in
colors because it is very close to the chromatic channels of the human visual system. The CO color space is used
in texture or color recognition algorithms (exp. for human skin recognition). It has been also noticed that the
distortion on BY direction are less observed by the human eye that the others [5] For this reason in the following
watermarking algorithm the mark is inserted in RG and BY direction and for the last one the gain factor is three
times bigger.
The experimental results obtained for the image from Figure 2 are the correlation function values for both of the
marked direction for the marked image and for the original one. This relation gives the correlation function that
was used:
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where N is the number of different values of component A, which means 255*3.
In the following table are given the correlation function values obtained after applying more kinds of attacks to the
marked image and to original, unmarked image. The threshold that says if an image is marked or not can be noticed
from the given table. The experimental determination of the detection threshold is one of the main disadvantages
of detection based watermarking algorithms.

Kind of attack Correlation function values Correlation function values
for marked image for original image

BY RG BY RG
No attack 23 23 -6 13
Scaling 50 18 22 -6 13

Rotation 59 ž 20 22 -6 13
Blur 16 21 -6 14

Gauss blur 16 21 -6 14
Gaussian noise addition 10 17 -7 11
Uniform noise addition 15 20 -6 13

Sharpening 24 23 -5 12
JPEG Q = 40 14 20 -5 13

.gif 21 18 -4 8
Brightness and contrast -3 0 -4 0

adjustments
Color adjustments -6 -5 -4 -6

From the obtained experimental results we can notice that the mark isn’t resistant to contrast, color or brightness
adjustments. We have to say that these results were obtained for obvious modification of these properties. There is
a limit of adjustments that can be made without loosing the mark. For the rest of attacks we have very good results.
The great advantage of this method is the robustness to geometric attacks. This kind of robustness is very hard
to achieve. It takes complex and special techniques. Using this method with the RGB components we obtained
similar results.

4 Is it possible to have a "perfect" algorithm?

Comparing the two kinds of watermarking methods we noticed that they complete each other. Generally,
algorithms extended from grayscale watermarking methods are based on frequency transforms and color-based
algorithms are spatial. Color based algorithm has robustness to geometric attacks and wavelet based algorithm
is resistant to color, contrast and brightness adjustments. None of the presented watermarking techniques affects
image quality.
In this condition it is normal to ask ourselves if we can make one algorithm from this two to achieve robustness
to as many attacks as possible without loosing quality. If an image coded using the method from [2] and the color
based method presented here has a good quality, invisible marks and we can detect both marks inserted in it, we
can say that a dual marking without individual disadvantages is possible.
In Figure 3 we have the image from Figure 2, coded using color based method, and marked using wavelet algo-
rithm from [2]. For this image, no attacks, the correlation function values are 19 for BY direction and 21 for RG
direction. We can also detect without problems the second mark inserted.
A dual marking method that uses an algorithm based on a frequency transform and a spatial algorithm has the
advantage of resistance to many kinds of attacks. But if the two techniques aren’t very well chosen the resulting
image quality can be affected. For the presented combination of techniques the results are very good.
Because of the use of wavelet and Hadamard the algorithm is robust to non-geometric attacks and the mark is
detected even after strong color or texture modifications. Non-geometric attacks implemented in special water-
marking testing programs like Stirmark or Checkmark don’t remove the mark. The only big weakness of this
algorithm is to geometric attacks. Resynchronization after a geometric transformation is a long and complex pro-
cess.
A spatial, geometric unsynchronized algorithm is fragile to attack that distortion the colors but not to geometric
attacks.
By double coding an image using the presented methods we can achieve a very robust algorithm, which can detect
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the mark even after many of the existent attacks were applied, which doesn’t need the original image for detection
and which offers a very good quality for the marked image. From these points of view we can consider the obtained
algorithm " perfect ".

Figure 3: The image from Figure 2 with a second mark inserted based on [2]

But we still have the disadvantages from the semi-experimental choosing of the detection threshold, from the de-
pendency between the coding parameters and the host image, from the dependency between results and host image,
etc.

5 Conclusions

In this paper multimedia techniques for watermarking color images were analyzed. After we compared differ-
ent algorithms for color images we can say that they evolved to dedicated algorithms. They have very good results,
are more robust to more kinds of attacks and have very high quality for the marked image.
The algorithm we propose is resistant to compression, linear and non-linear filtering, adding noise (Gaussian,
uniform, salt-and-pepper), geometrical attacks. These attacks are considered the common attacks. Besides it is
resistant to texture addition, special effects based on PhotoShop, other kind of image processing techniques and
special designed attacks. Image quality is not affected by the double coding and both of the coding methods are
blind.
Especially for color images is very important how we choose the color space and the components that will be
used in the marking process and is important to use an adaptive marking method. It can be noticed that different
watermarking methods don’t exclude each other as long as they use different kind of information for hiding the
mark and that the results for a double coding has all the individual advantages without having the disadvantages
too.
The great diversity of images and of image processing methods make almost impossible a perfect watermarking
algorithm. Still, after image purpose, after the compromise made between robustness and quality we can choose
the optimal algorithm or an optimal combination of algorithms.
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About Using the Dirichlet Boundary Conditions in Heat Transfer
Equation Solved by Finite Element Method
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Abstract: In the variational approach for heat equation, the Newmann, convection and radi-
ation B.C. are already built in this expression. The Dirichlet (imposed temperature) must be
applied after the matrix formulation was derived, for the analyzed system. This paper presents
a study about the performances (precision and execution speed) using different methods to in-
put the Dirichlet BC. These estimations are made on program which uses triangular elements,
to solve the heat equation.

Keywords: heat transfer, Dirichlet Boundary Conditions, finite element

1 Introduction

From the available formulation which can be applied to solve the heat transfer equation by finite element
approach, the variational one, rel.(1), is the most general and frequently used by commercial FEA software.
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where: first integral form implements the conduction transfer in solid body, the second imple-
ments the internal heat sources, the third form inputs the Newmann BC on S1 part of the system
boundary and the fourth form implements radiation or convection BC on S2 on the boundary,
where the environment temperature is Tm.

As we can see, Newmann, Cauchy, radiation and convection BC are built in the previous expression, so they will
be fitted in equation at the element level, after the discretisation process of this form. For Dirichlet BC (known
temperature in some segments of the boundary), is necessary a special treatment which can be applied only after
the assembly of the global system.

2 Applying the Dirichlet BC in matrix form of the system

After the transformation process of the integral form (1), in a algebraic equivalent system, which suppose: discreti-
sation of integral form, expressing in the parametric space, applying stationary condition we derive the equation at
the element level which have the aspect (2):

[K]E · [T ]E = [Q]E (2)

where [K]E is the conductivity matrix, [T]E is the nodal temperature vector and [Q]E is the
vector with thermal loads.

For triangular orthotrop finite elements the matrix [K] has the dimension 3x3 and the vectors [T] and [Q] are 3x1.
In fact the matrix [K] and the vector [Q] are derived by adding more matrix which are the equivalent of the terms
from the integral form (1), so they contain all the BC less Dirichlet 1 . A diagram with the structure of matrix
formulation is in figure 1.
Once obtained the matrix form (2), at element level, each matrix and vector is expanded at greater matrix of type
nxn and the vector at type n. After this process they are assembled in a global linear system (3), which have the
nodal temperatures as unknowns grouped in vector [T].

[K] · [T ] = [Q] (3)
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Figure 1: Matrix formulation
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Considering only the conduction, the matrix [K] resulted after the assembly process is singular, so the solutions
are trivial. To solve the system (3), we must introduce the BC. From the equation (1) we know for Dirichlet BC is
necessary a special treatment, by one of the following methods:

• Eliminating the line and column corresponding to affected node

This sames to be the simplest way to introduce Dirichlet BC. Next, in (4), follows for a theoretic system with a
single triangular element which have a imposed temperature in node 1, the matrix expression of the system:⎡

⎣ k11 k12 k13

k21 k22 k23

k31 k32 k33

⎤
⎦ ·
⎡
⎣ T1

T2

T3

⎤
⎦=

⎡
⎣ Q1

Q2

Q3

⎤
⎦ (4)

k11T1 + k12T2 + k13T3 = Q1

k21T1 + k22T2 + k23T3 = Q2

k31T1 + k32T2 + k33T3 = Q3

(5)

In (5) are the developed equations of the system, where the unknowns are the nodal temperature T1 and T2, so the
system can be write as (6):

k12T2 + k13T3 = Q1− k11T1

k22T2 + k23T3 = Q2− k21T1

k32T2 + k33T3 = Q3− k31T1

(6)

To solve the previous system is much comfortable to eliminate the equation corresponding to node 1, as in equation
(7): [

k22 k23

k32 k33

]
·
[

T2

T3

]
=
[

Q2− k21T
Q3− k31T1

]
(7)

For large systems this method suppose complications in software code to rearrange the equations. This aspect
become time consuming when are many nodes with Dirichlet BC which occupies arbitrary position in the system.

• Cleaning the line and column corresponding to affected node

This method uses a form similar to aspect (7) of the system at which is added an identity as a third equation so the
system becomes (8). ⎡

⎣ 1 0 0
0 k22 k23

0 k32 k33

⎤
⎦ ·
⎡
⎣ T1

T2

T3

⎤
⎦=

⎡
⎣ T1

Q2− k21T1

Q3− k31T1

⎤
⎦ (8)

So in fact the elements from the line and column corresponding to a node with Dirichlet BC are zeroed and the
element from the main diagonal is set to 1. Also the elements from the load vector are modified as be-fore. This
method keeps the original positions of the nodes in the global matrix and load vector eliminating the rearranging
process.

• Dominant term on diagonal

This method, from coding point of view is the simplest implying the following modifications in the global matrix
system:
→ at the term from main diagonal is added a number α with a very large value;
→ the term from load vector is also multiplied by the same value α . Even simple this method can introduce some
errors for the values of temperature which decrease when α grows.

3 Comparative study of the methods for Dirichlet BC

This study was based on a FEM application which solves heat transfer equation on 2D domain using triangular
ortotrope elements. The application runs on Autocad 2002 as an external application and is compiled with ARX
library. The final system can be solved by Gauss method using two variants: direct (faster but less precise) and
total pivoting (slower but more precise).
The storing technique for global matrix uses dynamic allocation without sky line. For Dirichlet BC are available
the cleaning line and column and dominant term method. Taking the advantage that the temperature values in any
real system are less than (2 ·103◦C , the value used for α was (10100), avoiding any situation when a product α ·T
can be outside of double precision representation capabilities: ≈−1.7 ·10308 . . .1.7 ·10308. For the test was chosen

1Due to limited space is not possible to develop them
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Figure 2: Speed comparison

a classic problem: a square plate having the side 2 units long, centred in origin, with Dirichlet BC T = 0◦C on the
entire boundary. The plate have also an internal heat source distributed on the whole surface with the a unit rate.
The material was considered isotrop with unit conductivity. For this problem Dhatt and Gouri in [4] indicates the
analytic solution for the central point of the square as 0.2947. Six FEM models were tested with different number
of nodes and elements. As we can see from figure 2, obvious influence on speed for the two methods used for
Dirichlet BC are registered only for models with mode than 1,000 nodes.

Figure 3: Precision and memory performances

At the model with 5151 nodes, the dominant diagonal term method reduces more than twice the necessary time
to solve the problem. From the precision point of view both methods produces the same temperature values,
so the chosen value represents a very good compromise: same precision but with appreciable speed advantages.
Comparing with analytic solution, as we can se from fig 3, the best results were for the finest mesh with 5151
nodes (less than 0.02% differences), but with more than 250 Mb allocated for the problem.
Even at the roughest mesh with 231 nodes, the results were enough precise (0.2% differences) claiming an amount
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of memory that can be allocated direct into the RAM of a normal PC. Analyzing these results a surprisingly
conclusion can be extract: for the Dirichlet BC the dominant term method, offers for heat transfer problem, the
best solution if the constant have the value around 10100.
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Template for a Parallel - Distribute Application Based on a Messaging
Service

Ernest Scheiber

Abstract: A Java template for parallel - distribute application based on a messaging service
is presented. TSpaces, JavaSpaces-Jini, Java Message Service are between the messaging
services that can be used. The logic of an application is the classical master - worker model.
This template allows to translate some MPI or PVM applications into Java. It is developing a
framework to support this template. An example is presented.

1 Introduction

In this note we present a template for parallel - distribute application based on a messaging service. The program-
ming language is Java and a messaging service, as a network middleware enabling communications, is used. We
have experimented with:

• TSpaces 2.1.2 from IBM, [6];

• Java Message Service 3.5 SP2(JMS) from Sun, [4], [7];

• Jini - JavaSpaces from Sun, [12].

All these products are free of charges software, at least for a non commercial application.

TSpaces and JavaSpaces are Java implementations of the Linda computational model.

Java, a 10 years old programming language, is used in many projects, frameworks and products for parallel -
distribute computing and for high performance computing. The Java technology is improving continuously. Java
was designed to meet the real world requirement of creating interactive, networked programs. Java supports
multithreaded programming, too.

A standard to develop parallel - distribute application are given by MPI [5], PVM [3] and BSP [3]. In this direction,
in the Java world, there are functionally mpiJava [2], MPJ Express [7] – based on mpiJava, JCluster [1]. There are
many other references but we don’t have tested them.

Other Java approaches for parallel - distributed programming are ProActive [13], JavaParty [8], DPPEJ [14], agent
based frameworks like JADE [2].

There are some similarities between our approach with that reported for Optimal Grid, [16], and for a Jini based
model, [15].

2 The template general description

We suppose that p computers in a network will perform the required computation. The application is composed
from a dispatcher thread and q worker threads. It is the classical model of master - worker. On the computer
i ∈ {1, . . . , p} there will be executed qi ≥ 1 worker threads (∑p

i=1 qi = q).

Between the dispatcher thread and the worker threads there are asynchronous message changes. These messages
are kept by a server (TSpaces server, JMS provider, Jini JavaSpace service) until they are consumed.
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Console Servicei

Dispatcher Worker1 . . . Workerqi

Network

Server of the Messaging Service

� � �
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��

The constructors of the dispatcher and of the worker classes are responsible to establish the connection with the
server. The run() methods of the Java threads contain the specific activities to solve the given problem.
A message consumer (dispatcher or worker) waits until all the required messages are available - a barrier that
solves the synchronization problems.
The data to be changed between the dispatcher and the workers are wrapped into objects. To distinguish between
different kinds of data, a tag field may be introduced.
On each computer a Service program launches qi worker threads, while on a computer a Console program starts
the dispatcher thread.

3 A framework for the template

To support the above template, a framework is developing. The functionality of the framework is based on a
TSpaces server. The role of the server is to keep the references of the involved computers. There is not a connection
between this server and the messaging service server of an application.
A developer can deploy an application and launch it in execution. In order to deploy, an application must be
arhivated with jar. A special attention must be done to the jar resources used by an application. In this case, these
jar files will be put into a lib subfolder and the MANIFEST.MF file will contain the attribute Class-path
with the list of jar files names.

Figure 1: The window of the framework.

The working window of the framework (Fig. 1) contains two panels. The left panel is useful for joining to the
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computing environment supported by the TSpaces server of the framework, while the right panel is useful to
declare an application.
The messaging service server of an application must be started by the developer before deploying that application.
The security is assured using a SecurityManager object with a proper policy file.

4 An example: The Hello World application

The dispatcher sends a greeting message to the workers. After receiving the message, a worker responds to the
dispatcher indicating the name of the host computer. The results are written in text files.
We present simultaneously the TSpaces and the JMS versions of the Hello World application. It may be observed
that, between the two versions, the codes relative to the communications differ only.
The dispatcher classes:

The TSpaces version The JMS version

package tshello; package jmshello;
import com.ibm.tspaces.*; import javax.jms.*;
import java.io.*; import java.io.*;

public class Dispatcher extends Thread{ public class Dispatcher extends Thread{
private int tasks; private int tasks;
private String appName; private String appName;
private PrintStream f; private PrintStream f;
private TupleSpace ts=null; private TopicConnection conn=null;

private String jmsClient;

public Dispatcher(String appName, public Dispatcher(String appName,
String host,int port,int tasks) { String host,int port,int tasks) {

this.tasks=tasks; this.tasks=tasks;
this.appName=appName; this.appName=appName;
ts=startTupleSpace(appName,host,port); conn=startConnection(host,port);

jmsClient="Dispatcher"+appName;
try{ try{

f=new PrintStream("dispatcher.txt"); f=new PrintStream("dispatcher.txt");
} }
catch(Exception e){ catch(Exception e){

System.out.println("File error :"+ System.out.println("File error :"+
e.getMessage()); e.getMessage());

} }
} }

public void run(){ public void run(){
try{ try{

// The dispatcher sends the greeting messages to the workers
scatter(); scatter();

// The dispatcher receives the response messages
gather(); gather();
ts.cleanup(); conn.close();

} }
catch(Exception e){ catch(Exception e){

System.out.println(e.getMessage()); System.out.println(e.getMessage());
} }

} }

// The connection method to the application messaging server
private TupleSpace startTupleSpace( private TopicConnection startConnection(

String tsName,String host,int port){ String host,int port){
try{ try{

TupleSpace ts=null; com.sun.messaging.TopicConnectionFactory
Tuple active=TupleSpace.status(host,port); cf=new com.sun.messaging.
if((active==null)|| TopicConnectionFactory();
(active.getField(0).getValue(). cf.setProperty("imqBrokerHostName",host);

equals("NotRunninng"))){ cf.setProperty("imqBrokerHostPort",
System.out.println( (new Integer(port)).toString());

"TSpace Server not available");
System.exit(1);

}
ts=new TupleSpace(tsName,host,port); conn=cf.createTopicConnection();

} }
catch(TupleSpaceException e){ catch(Exception e){

System.out.println("ConnectionException "+ System.out.println("ConnectionException "+
e.getMessage()); e.getMessage());

System.exit(1); System.exit(1);
} }
return ts; return conn;

} }
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The TSpaces version The JMS version

private void scatter(){ private void scatter(){
String mesOut="Hello from the dispatcher !"; String mesOut="Hello from the dispatcher !";
DataWrapper d=new DataWrapper(mesOut,0); DataWrapper d=new DataWrapper(mesOut,0);

Topic t=null;
TopicPublisher publisher=null;

try{ try{
Tuple multi=new Tuple(); TopicSession session=

conn.createTopicSession(false,
Session.AUTO_ACKNOWLEDGE);

for(int i=0;i<tasks;i++){ for(int i=0;i<tasks;i++){
String dest=tsName+i; t=new com.sun.messaging.Topic(appName+i);
Tuple nextTuple=new Tuple(dest,d); publisher=session.createPublisher(t);
multi.add(new Field(nextTuple)); ObjectMessage

m=session.createObjectMessage();
m.setObject(d);
publisher.publish(m);

} }
TupleID[] ids=ts.multiWrite(multi);

} }
catch(TupleSpaceException e){ catch(Exception e){

System.out.println("ScatterException : "+ System.out.println("ScatterException : "+
e.getMessage()); e.getMessage());

} }
} }

private void gather(){ private void gather(){
DataWrapper d=null; DataWrapper d=null;
Tuple tuple,template; Message msg=null;
try{ try{

TopicSession session=conn.createTopicSession
(false,Session.AUTO_ACKNOWLEDGE);

Topic t=new com.sun.messaging.Topic
("Results"+appName);

TopicSubscriber consumer=
session.createDurableSubscriber(t,jmsClient);

for(int i=0;i<tasks;i++){ for(int i=0;i<tasks;i++){
String source=tsName+" "+i; while((msg=consumer.receive())==null);
template=new Tuple(source, if(msg instanceof ObjectMessage){

new Field(DataWrapper.class));
tuple=(Tuple)ts.waitToTake(template); ObjectMessage m=(ObjectMessage)msg;
d=(DataWrapper)tuple.getField(1). d=(DataWrapper)m.getObject();

getValue();
if(d.tag==1){ if(d.tag==1){

f.println(d.mesaj); f.println(d.mesaj);
} }

}
} }
f.close(); f.close();

} }
catch(Exception e){ catch(Exception e){

System.out.println("GatherException : "+ System.out.println("GatherException : "+
e.getMessage()); e.getMessage());

} }
} }

} }

The worker classes. The codes for the called methods startTupleSpace and startConnection are as in
the corresponding Dispatcher classes and are omitted.
The codes are:

The TSpaces version The JMS version

package tshello; package jmshello;
import com.ibm.tspaces.*; import javax.jms.*;
import java.net.*; import java.net.*;
import java.io.*; import java.io.*;

public class Worker extends Thread{ public class Worker extends Thread{
private int id; private int id;
private TupleSpace ts=null; private TopicConnection conn=null;
private String appName; private String appName;
private int tasks; private int tasks;
private PrintStream f; private PrintStream f;

private String jmsClient;

public Worker(String appName, public Worker(String appName,
String host,int port,int tasks,int id){ String host,int port,int tasks,int id){

this.appName=appName; this.appName=appName;
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The TSpaces version The JMS version

this.id=id; this.id=id;
this.tasks=tasks; this.tasks=tasks;
ts=startTupleSpace(appName,host,port); conn=startConnection(host,port);

jmsClient=appName+id;
try{ try{

f=new PrintStream("worker"+id+".txt"); f=new PrintStream("worker"+id+".txt");
} }
catch(Exception e){ catch(Exception e){

System.out.println("File error :"+ System.out.println("File error :"+
e.getMessage()); e.getMessage());

} }
} }

public void run(){ public void run(){
Tuple tuple=null; Message msg=null;
DataWrapper d=null; DataWrapper d=null;
String source=tsName+id; TopicSession session=null;
String dest=tsName+" "+id; Topic t=null;
try{ try{

// The worker receives the message from the dispatcher
Tuple template=new Tuple(source, session=conn.createTopicSession
new Field(DataWrapper.class)); (false,Session.AUTO_ACKNOWLEDGE);

tuple=(Tuple)ts.waitToTake(template); t=new com.sun.messaging.Topic(appName+id);

TopicSubscriber consumer=
session.createDurableSubscriber(t,jmsClient);

conn.start();
while((msg=consumer.receive())==null);
ObjectMessage m=(ObjectMessage)msg;

d=(DataWrapper)tuple.getField(1). d=(DataWrapper)m.getObject();
getValue();

if(d.tag==0){ if(d.tag==0){
String msg="Mesage received by "+id+ String msg="Mesage received by "+id+

" from the dispatcher:\n"+d.mesaj; " from the dispatcher:\n"+d.mesaj;
f.println(msg); f.println(msg);

// . . . prepares and sends the response
InetAddress addr= InetAddress addr=

InetAddress.getLocalHost(); InetAddress.getLocalHost();
String s=addr.getHostName(); String s=addr.getHostName();
String mesOut="Hello from "+id+" at "+s; String mesOut="Hello from "+id+" at "+s;
d=new DataWrapper(mesOut,1); d=new DataWrapper(mesOut,1);

t=new com.sun.messaging.
Topic("Results"+appName);

m=session.createObjectMessage();
m.setObject(d);
TopicPublisher publisher=

session.createPublisher(t);
ts.write(dest,d); publisher.publish(m);

conn.close();
f.close(); f.close();

} }
} }
catch(Exception e){ catch(Exception e){

System.out.println("WorkerException: "+ System.out.println("WorkerException: "+
e.getMessage()); e.getMessage());

} }
} }

} }

The launching classes. These programs are independent from the messaging server. The environment datas are
fixed in property files with the content:

propConsole propService
Name Name

AppName AppName
Host Host
Port Port
TasksNumber q TasksNumber q

ComputerTaskNumber qi

ComputerFirstTaskIndex ∑i−1
j=1 q j , q0 = 0

The Console program The Service program

package ******; package ******;
import java.util.Properties; import java.util.Properties;
import java.io.*; import java.io.*;
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The Console program The Service program

public class Console{ public class Service{
Properties p=null; Properties p=null;

public Console(String path2Prop) { public Service(String path2Prop)
try{ try{

// Loads the properties
FileInputStream fis=new FileInputStream fis=new

FileInputStream(path2Prop+"propConsole"); FileInputStream(path2Prop+"propConsole");
p=new Properties(); p=new Properties();
p.load(fis); p.load(fis);

} }
catch(Exception e){ catch(Exception e){

System.out.println(e.getMessage()); System.out.println(e.getMessage());
System.exit(1); System.exit(1);

} }
} }

public static void main(String[] args){ public static void main(String[] args){
String fs=System.getProperties(). String fs=System.getProperties().

getProperty("file.separator"); getProperty("file.separator");
String path2Prop; String path2Prop;

// An argument may contain the path to the property file
if(args.length>0) if(args.length>0)

path2Prop=args[0]+fs; path2Prop=args[0]+fs;
else else

path2Prop=""; path2Prop="";
Console obj=new Console(path2Prop); Service obj=new Service(path2Prop)

// Set the properties
String appName=obj.p.getProperty("AppName"); String appName=obj.p.getProperty("AppName");
String host=obj.p.getProperty("Host"); String host=obj.p.getProperty("Host");
String sPort=obj.p.getProperty("Port"); String sPort=obj.p.getProperty("Port");
String sTasks=obj.p.getProperty("TasksNumber"); String sTasks=obj.p.getProperty("TasksNumber");

String sIndex=obj.p.getProperty(
"ComputerFirstTaskIndex");

String sComputerTasks=obj.p.getProperty(
"ComputerTaskNumber");

int port=Integer.parseInt(sPort); int port=Integer.parseInt(sPort);
int tasks=Integer.parseInt(sTasks); int tasks=Integer.parseInt(sTasks);

int index=Integer.parseInt(sIndex);
int computerTasks=Integer.parseInt(sComputerTasks);

// The dispatcher is launched into execution // The required number of workers are
// launched into execution

Dispatcher dispacher=new Dispatcher(appName, Worker[] worker=new Worker[computerTasks];
host,port,tasks); for(int i=0;i<computerTasks;i++){

dispacher.start(); worker[i]=new Worker(appName,host,
port,tasks,index+i);
worker[i].start();

}
} }

} }

The wrapper data class used by the above programs is

The Wrapper class

package ******;
import java.io.Serializable;

public class DataWrapper implements Serializable{
int tag;
String mesaj;

public DataWrapper(String mesaj, int tag) {
this.mesaj=mesaj;
this.tag=tag;

}
}

If the framework is used, then the class files of the above classes must be arhivated and the package name must be
declared as the aplication messaging service server name.

5 Summary and Conclusions

An application template is pointed out to develop parallel - distribute applications based on a messaging service.
The logic model of an algorithm is close to MPI or PVM models and even to the supersteps of a BSP algorithm [3].



416 Ernest Scheiber

Only the communication parts are replaced with that required by the messaging service software. The incapsulation
of these communication tasks will be considered in the future.
A framework to support this template is developing. The current version is available from
http:// cs.unitbv.ro/site/pagpers/scheiber.
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A Cooperative Evolutionary Algorithm for Classification

Cătălin Stoean, Ruxandra Stoean, Mike Preuss, Dan Dumitrescu

Abstract: An evolutionary algorithm based on cooperative coevolution is applied to a clas-
sification problem, the Pima Indian diabetes diagnosis problem. Previous cooperative coevo-
lution algorithms were developed for function optimization [1], optimizing agents behaviour
[2] or modelling the behaviour of a robot in an unknown environment [3]. The aim of this
paper is to integrate the cooperative approach into a learning classifier system and use it for
solving a real-world problem of classification. To the best of our knowledge, there have been
no attempts on applying cooperative coevolution specifically to classification. For each cat-
egory of the classification problem, a sub-population evolves specific rules using a classical
genetic algorithm. Sub-populations evolve simultaneously but independently; cooperation
between them takes place only when the fitness of an individual in computed. Obtained
experimental results encourage further investigation.

Keywords: genetic algorithm, cooperative coevolution, classification, evolutionary rules, diabetes mellitus

1 Introduction

Evolutionary models based on cooperative coevolution have been recently developed and applied for the optimi-
zation of difficult multimodal functions [1] and agent behaviour [3] and they have proven to be very successful. In
[1], the performance of the cooperative based algorithm proved to be higher than the one of a typical evolutionary
algorithm, as the cooperative one did not remain blocked into local optima, but always found the global one.
When a cooperative coevolutionary algorithm is applied to a problem, the first step is to find a natural decom-
position of the problem into subcomponents. Then, each sub-problem is assigned to a sub-population, such that
the individuals in a certain sub-population represent the potential subcomponents of the greater solution. Each
sub-population is evolved simultaneously, but independently from the others. Collaboration is achieved only at
the level of fitness evaluation; when the fitness of an individual is computed, collaborators from each of the other
sub-populations are selected in order to form a complete solution which is evaluated [4].
In present paper, a new learning classifier system for binary classification is proposed. Decomposition of the
problem is conducted with respect to the two classes; consequently two sub-populations are considered: one
evolves a rule for the one class and the other for the opposite class. Each individual represents one rule. In the
end of the algorithm, the best individuals from each of the two sub-populations represent the final rules. The
cooperative approach is motivated by recent work [6] which indicated that two rules —one for each outcome— are
sufficient to achieve good classification results.
When an individual of one sub-population is evaluated, its fitness is computed in correspondence with one indivi-
dual from the other sub-population. The former shall be more similar to the objects of the training set which have
the same outcome, and, at the same time, as different as possible from the latter individual, which represents the
rule for the other outcome. In a sense, both subpopulations each evolve substitutes for the training set objects with
one designated outcome.
The paper is organized as follows: next section presents some basics regarding cooperative coevolution, section
3 contains the detailed description of the proposed algorithm for classification and sections 4 and 5 present the
diabetes diagnosis problem and the experimental results. The paper closes with the conclusions and some ideas for
future work.

2 Cooperative Coevolution. Basic Concepts

Individuals in nature evolve by means of adaptation to the environment, part of which consists of other living
beings itself, in particular of different groups or species. From this viewpoint, evolution is actually coevolution.
Coevolution can be competitive, cooperative or both. Similarly in the evolutionary computational area, a interest
has recently grown towards the extension of the powerful evolutionary algorithms to coevolutionary architectures.
They are interesting indeed because they bring along a new idea for the fitness evaluation of an individual, i.e. in
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relation to the other individuals in the population. As in nature, two techniques have been proposed: competitive
and cooperative models.
We will briefly discuss the concepts underlying the latter. The first step towards a cooperative coevolutionary
algorithm for a given problem is to decompose the problem into subcomponents and assign each subcomponent
to a sub-population. Each sub-population evolves separately but concurrently with the others. Sub-populations
collaborate only at the level of fitness evaluation, since each of them represents only a subcomponent of the
problem and therefore a potential solution for every component in turn cannot be assessed apart from those of
the complementary components. Therefore, every individual of every sub-population is evaluated by selecting
collaborators from every other sub-population; a complete solution to the problem at hand is thus reached and its
performance is computed and returned as fitness value of the current individual.
The main question in this process is the choice of collaborators. There are consequently three attributes regarding
this selection whose values have to be decided when building a cooperative coevolutionary algorithm [4].
Collaborator selection pressure is the degree to which highly fit individuals will be chosen to form the complete
solution to the problem, i.e. pick the best individual according to its previous fitness score, pick a random individual
or select individuals based on classic selection schemes from each of the other sub-populations. Collaboration
pool size is the number of collaborators that will be selected from each sub-population. Since each of these
collaborations will have their own fitness score, the collaboration credit assignment will decide the value for
the fitness of the current individual. There are three methods for this assignment, i.e. optimistic - the fitness of
the individual whose fitness is computed is the value of its best collaboration, hedge - the average value of its
collaborations is returned as fitness score and pessimistic - the value of its worst collaboration is assigned to the
current individuals.

3 Proposed Algorithm

A formal representation for the binary classification problem is considered: training data is denoted by {(xi,
yi)}i∈{1,2,...,m}; xi ∈ Rn represents the input vector and yi ∈ {0, 1} is the class (or outcome).

3.1 Representation of Individuals

For each of the two classes, a sub-population of individuals is considered. The individuals in each sub-population
represent IF-THEN rules; a rule contains n genes for each attribute of the input vectors and a last one which
represents the class (0 or 1, in the binary case). All individuals in one sub-population have the same outcome, so
the last gene does not suffer any modification during evolution.

3.2 Fitness Function

The distance between an object from the training set xi = (xi1, xi2, ..., xin, yi) and an individual c = (c1, c2, ..., cn,
yc) does not depend on the outcome and is given in (1).

d(c,xi) =
n

∑
j=1

| c j− xi j |
b j−a j

(1)

where a j and b j represent the lower and upper bounds of the j-th attribute. As usually the values for the attributes
belong to different intervals, the distance measure has to refer their bounds.
When computing the quality of an individual c, a collaboration between c and only one individual e from the other
sub-population - the best one from the previous generation or one randomly taken - is envisaged. The goal of the
fitness function is to minimize the distance between c and all objects xi of the training set with equal outcome and,
at the same time, maximize the distance between the same objects and e. Consequently, the criteria are aggregated
into the maximization problem in (2).

eval(c) = ∑m
i=1 hc(e,xi)

1+∑m
i=1 hc(c,xi)

(2)

where hc is defined as follows:
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hc : Rn+1 × Rn+1 → R+,

hc(a,b) =

{
d(a,b), class(c) = class(b),
0, otherwise.

(3)

3.3 Algorithm Description

An evolutionary algorithm that learns characteristics for each of the two classes from the training data is further on
presented. The rules that result after termination –the two individuals selected from each of the two classes– are
applied to the test data.

Algorithm 1 Proposed evolutionary algorithm
t = 0;
initialize both sub-populations P1(t) and P2(t);
randomly select an individual from each of the sub-populations (b1 and b2)
repeat

P1(t + 1) = evolve(P1(t));
update b1
P2(t + 1) = evolve(P2(t));
update b2

until stop condition

The method "evolve" contains one generation from a typical genetic algorithm. Selection and then variation oper-
ators are applied to the population; resulted population is returned. The method could be described as follows:

function evolve(P)
evaluate population P;
apply selection for P;
apply recombination to the selected population;
mutate obtained population;
return resulting population;
end function

If collaboration selection pressure envisages the best individuals in each sub-population to be chosen for collabo-
ration, then these best ones, denoted above by b1 and b2, will be determined as follows. At first, when the two sub-
populations are initialized, b1 and b2 are randomly selected. Then, at generation t, the fitness of every individual
from the first sub-population is computed in relation with b2, while that of the individuals of the complementary
sub-population is calculated with respect to b1. Two individuals, one from each sub-population, that obtain the
highest value for the fitness evaluation will now replace the b1 and b2 found at generation t−1.

Selection and Variation Operators

Tournament selection is employed. Mutation with normal perturbation and intermediate crossover are used. Natu-
rally, crossover takes place only between individuals within the same sub-population. Mutation does not apply to
the last gene (the outcome).

Stop Condition

The stop condition may refer to a predefined number of generations or a previously set number of generations
that may pass without any improvement. The final b1 and b2 in Algorithm 1 represent the two rules that are to be
applied to the test set.

4 Diabetes Diagnosis Problem

The Pima-Indian Diabetes data set comes from the UCI repository of machine learning databases [5]. All objects
in the data set represent females of at least 21 years age, of Pima Indian heritage, living near Phoenix, Arizona,
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USA. For each object in the data set there are eight attributes (either discrete or continuous) containing personal
data, e.g. age, number of pregnancies, and medical data, e.g. blood pressure, body mass index, result of glucose
tolerance test etc. The outcome is binary, either 0 (negative) or 1 (positive). 34.9% of the cases in the data set
are assigned diabetes positive. The total number of cases is 768. No replacement or deletion of these values was
undertaken in present paper.
The data is split into training and test sets. The task for proposed algorithm is to evolve two rules based on objects
in the training set (one rule per outcome); these rules are then applied to the test set and the accuracy is computed
as the percent of the patients from the test set correctly classified by the algorithm.
As an evolved rule represents a vector with eight values that correspond to the eight attributes, when a new object
(a similar vector with eight attributes) from the test set is to be classified, the distance between that object and each
of the two rules is computed. The outcome of the object coincides with the one of the closest rule to it.

5 Experimental Results

The first 75% of the cases represent the training set and the last 25% compose the test set; test sample cross-
validation is conducted. As stated in previous section, two ways of establishing collaboration between an individual
from one sub-population and one from the complementary sub-population are considered. In each of the two cases,
same parameters of the evolutionary algorithm were considered - they are outlined in Table 1.

Population size∗ No. of generations Mutation strength Mutation prob. Crossover prob.
100 1000 100 0.1 0.4

* population size refers to only one subpopulation.

Table 1. Parameters of proposed evolutionary algorithm

The value of the mutation strength for a gene i directly depends on the size of the interval of the i-th attribute; in
order to determine the value of the mutation strength for a gene, the size of the interval is divided into steps, the
number of which corresponds to the value written in Table 1.
Figure 1 illustrates the progress of the accuracy obtained for both training and test sets when the best individual is
considered for collaboration when fitness is computed.

Figure 1: Accuracy obtained on training and test sets when collaboration is performed with the best individual in
the complementary sub-population

Interestingly, the algorithm seems to work better when a random individual is selected for fitness evaluation (Figure
2). Support for the affirmation is not necessarily based on the weak start in Figure 1 - where it is probably just
an unlucky initialization of the sub-populations - but on the accuracies reached during evolution and even on the
final results (Table 2). The higher value of 77.08% on the test set is reached at generation 361 (Figure 2), while
in the other case (Figure 1) the highest value reached in generation 364 is 76.56%. Another aspect that indicates
the supremacy of the random collaboration choice refers to the number of fitness evaluations; in 30 runs, the
average number of evaluations reached 879.992, while when collaboration was performed with the best one from
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the complementary sub-population the average number of fitness evaluations again in 30 runs was 1.080.745. On
the other hand, in both situations, the algorithm does not seem to need more than 400 generations to reach the
optimum (see Figures 1 and 2), so if we set the number of generations parameter to 400 instead of 1000, the
number of evaluations could be significantly decreased.
Searching for an explanation concerning the superior performance of random collaboration, we may conclude
that for this problem, it is advantageous to let each sub-populations adapt to a set of individuals of the other
sub-population instead of a probably rarely changing single best one.

Figure 2: Accuracy obtained on training and test set when collaboration is performed with a random individual
from the complementary sub-population

Pima Indian diabetes diagnosis task represents a largely used benchmark problem so, naturally, there are many
results for comparison of the accuracy. Some of the best results found for the considered problem are outlined in
Table 2.

Algorithm Repeats Accuracy (%)
Proposed algorithm & collaboration with best individual 30 75.27
Proposed algorithm & collaboration with a random individual 30 75.4
Best accuracy reached by proposed algorithm 1 77.08
EGGC algorithm in [6] 100 75.08
Neural Network (NN) in [7] with Prechelt’s rules 30 65.5
Evolved NN in [8] 30 77.6

Table 2. Comparison to resulting accuracies of other methods for the diabetes diagnosis problem

Except the NN model with Prechelt’s rules, all the others models used test sample cross-validation for the sepa-
ration of training and test sets. Prechelt’s rules regarding this separation imagine four ways of setting the training
and test sets (in a percentage of 75% and 25%, respectively).

6 Conclusions and Future Work

In present paper, an evolutionary algorithm based on cooperative coevolution is integrated into a learning classifier
system for binary classification and is applied for a real-world problem. The preliminary results indicate the high-
quality of the proposed classifier.
Work in the near future envisages the generalization of the evolutionary classifier from binary to multi-class clas-
sification problems. At the same time, different strategies for collaboration between individuals from different
sub-populations will be tested.
Another possibility to significantly improve proposed classifier regards the evolution of more than one rule for
one class; this involves the use of a multimodal algorithm instead of a classical genetic algorithm for each sub-
population.
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Evolutionary Multi-class Support Vector Machines for Classification

Ruxandra Stoean, Cătălin Stoean, Mike Preuss, Dan Dumitrescu

Abstract: Evolutionary support vector machines represent a new learning technique that
we recently developed as a hybridization between support vector machines and evolutionary
algorithms, regarding the discovery of the optimal decision function within the former. The
new approach has proven to be successful as binary classification problems have been con-
cerned. Present paper presents the extension of the aforementioned technique to the more
frequent case of multi-class classification. Validation of evolutionary multi-class support
vector machines is performed on the well-known benchmark problem of Fisher’s Iris plants
classification and results demonstrate the promise of the new approach.

Keywords: evolutionary support vector machines, multi-class classification, one-against-one method, Iris data set

1 Introduction

Support vector machines (SVMs) are a state-of-the-art learning technique which has proven its suitability in dif-
ferent real-world problems from fields like classification and regression [3], [9], [10]. Learning is regarded in
a geometrical fashion and SVMs aim at building the decision hyperplane that separates between categories to
be learnt. They were originally designed for binary learning problems and have been later extended to handle
multi-class tasks, as well.
Although they represent a very successful and appreciated learning technique, the discovery of the separating
hyperplane within is somewhat difficult to grasp and perform. This is why we decided to use the easily applied
yet powerful evolutionary algorithms within SVMs in order to solve the optimization problem of determining the
best separating surface. The new hybridized technique, called evolutionary support vector machines (ESVMs),
has been applied to binary classification and has proven to be successful in the medical task of diabetes mellitus
diagnosis [11], [12].
Present paper extends the new technique from binary to multi-class classification. From the wide range of SVM
methods that have been built in this respect, the ONE-AGAINST-ONE method is chosen as a basis. The standard
technique combines binary classifiers using a voting system. Consequently, the new technique combines evolu-
tionary binary classifiers and the majority vote across the obtained classifiers will decide the class for a new point.
The new approach is validated on Fisher’s Iris data set.
The paper is structured as follows. Section two presents the concepts within binary SVMs for classification.
Section three introduces binary ESVMs for classification. Section four explains the standard extension to multi-
class SVMs. Section five presents the multi-class ESVMs; the experimental setup and results on the Iris data set
are also depicted. Conclusions and ideas for future work are reached in the final section.

2 Binary support vector machines for classification

Suppose given training data is {(xi,yi)}i=1,2,...,m, where every xi ∈ Rn represents an input vector (point) and each
yi its output (label).
If one supposes at first that the two subsets of input vectors labelled with +1 and −1, respectively, are linearly
separable, then the positive and negative training vectors will be consequently separated by the hyperplane 〈w,x〉−
b = 0, where w∈Rn is the normal to the hyperplane, b∈R and |b|

‖w‖ is the distance from the origin to the hyperplane.
Hence, two data subsets are linearly separable iff there exist w ∈ Rn and b ∈ R such that:{

〈w,xi〉−b > 0, yi = 1,

〈w,xi〉−b < 0, yi =−1, i = 1,2, ...,m.
(1)

Moreover, according to [1], two data subsets are linearly separable iff there exist w ∈ Rn and b ∈ R such that:{
〈w,xi〉−b > 1, yi = 1,

〈w,xi〉−b <−1, yi =−1, i = 1,2, ...,m.
(2)
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Following the Structural risk minimization principle [13], in order to generalize well, the support vector machine
must provide a hyperplane that separates the training data with as few errors as possible and, at the same time, with
a maximal margin of separation. One subsequently obtains the optimization problem (P1):{

find w and b as to minimize ‖w‖2

2 ,

subject to yi(〈w,xi〉−b)≥ 1, i = 1,2, ...,m.
(3)

where 2
‖w‖ is the value of the margin.

If one supposes now that the training data set is nonseparable, it is obviously not possible to build a separating
hyperplane without any classification errors. However, construction of an optimal hyperplane that minimizes
misclassification would be important under these conditions [7]. Previous ideas can be extended to handle this new
situation as follows. Based on the fact that any training data point has a deviation from its supporting hyperplane,
i.e. from the ideal condition of data separability, of ±ξi

‖w‖ , where ξi > 0, the positive variables are introduced in the
separation condition, which becomes [4]:

yi(〈w,xi〉−b)≥ 1−ξi, i = 1,2, ...,m (4)

Therefore, for a training data point to be erroneously classified, its corresponding ξi must exceed unity. Simulta-
neously with (4), sum of misclassifications must be minimized. As a consequence, (P1) changes to (P2):⎧⎪⎨

⎪⎩
find w and b as to minimize ‖w‖2

2 +C∑m
i=1 ξi,

subject to yi(〈w,xi〉−b)≥ 1−ξi,

ξi ≥ 0, i = 1,2, ...,m.

(5)

where C is a variable that assigns penalties for errors.
The concepts can be extended even further to the construction of a nonlinear separating hyperplane for nonsepara-
ble data. Based on [5], training data can be nonlinearly mapped into a high enough dimensional space and linearly
separated there. Suppose an input vector is mapped into some Euclidean space, H, through a mapping Φ : Rn �→H.
It can be easily seen that within (P2) all vectors in Rn appear only as part of dot products. The corresponding vec-
tors in H should appear as part of dot products in the new optimization problem formulation, as well. Therefore,
the equation of the separating hyperplane in H becomes 〈Φ(w),Φ(xi)〉− b = 0, where Φ(w) is the normal to the
hyperplane. And the squared norm, ‖w‖2 = 〈w,w〉, changes to 〈Φ(w),Φ(w)〉. The difficulty lies in how to pick
the proper function Φ. If there were a kernel function K such that K(x,y) = 〈Φ(x),Φ(y)〉, where x,y ∈ Rn, one
would use K in the training algorithm and would never need to explicitly even know what Φ is. At this point,
the question is what kernel functions meet the condition above. The answer is given by Mercer’s theorem from
functional analysis [2]. The problem is that it may not be easy to check whether Mercer’s condition is satisfied in
every case of a new kernel. There are, however, a couple of classical kernels that had been demonstrated to meet
Mercer’s condition [2] and have been always used in practical applications, i.e. the polynomial classifier of de-

gree p, K(x,y) = 〈x,y〉p, and the radial basis function classifier, K(x,y) = e
‖x−y‖2

σ . Consequently, the optimization
problem (P2) now changes to (P3):⎧⎪⎨

⎪⎩
find w and b as to minimize K(w,w)

2 +C∑m
i=1 ξi,

subject to yi(K(w,xi)−b)≥ 1−ξi,

ξi ≥ 0, i = 1,2, ...,m.

(6)

Optimization problem (P3) is next solved and once w and b are found, the class for a test vector x can be computed
as f (x) = sgn(K(w,x)−b).

3 Evolutionary binary support vector machines for classification

The evolutionary algorithm is embedded into the binary SVM at the level of solving the optimization problem
(P3), standardly approached by resorting to a generalized method of the Lagrange multipliers. Since the goal of the
SVMs is to find the optimal parameters of the separating hyperplane such that it generalizes well, the corresponding
target of the evolutionary algorithm is to evolve w and b for the same optimization task.



Evolutionary Multi-class Support Vector Machines for Classification 425

The evolutionary technique is a standard genetic algorithm [6] and its components are chosen as follows.

Chromosome representation
A chromosome comprises in its structure w, b and the ξis:

c = (w1, ...,wn,b,ξ1, ....,ξm) (7)

Proposed evolutionary algorithm thus includes the training errors in the structure of the chromosome.

Initial population
Chromosomes are randomly generated following a uniform distribution, such that wi ∈ [−1,1], i = 1,2, ...,n,
b ∈ [−1,1] and ξ j ∈ [0,1], j = 1,2, ...,m. When using a radial kernel, b can be directly generated in the [1,2]
interval in order to avoid unnecessary and expensive search in the solutions space until reaching the same region,
as it cannot have a lower value than one, due to the expression of the kernel function.

Fitness evaluation
The expression of the fitness function is considered as follows:

f (c) = f (w1, ...,wn,b,ξ1, ...,ξm) = K(w,w)+C
m

∑
i=1

ξi +
m

∑
i=1

[t(yi(K(w,xi)−b)−1+ξi)]2, (8)

where

t(a) =

{
a, a < 0,

0, otherwise.
(9)

One is led to minimize(f(c), c).

Genetic operators
The operators were chosen experimentally. Tournament selection is used. Intermediate crossover and mutation
with normal perturbation are considered. Mutation is restricted for errors, preventing the ξis from taking negative
values (and b from taking values less than unity, if the second manner of initialization is adopted).

Stop condition
The algorithm stops after a predefined number of generations. In the end, it obtains the parameters of the hyper-
plane, i.e. w and b. Errors on training set may also result from the algorithm, i.e. those corresponding to ξi > 1,
i = 1,2, ...,m, if desired. ESVMs are therefore able to self determine their errors on the training set if proper values
for parameters are chosen, but at the expense of loss of higher accuracy.

4 Multi-class support vector machines for classification

One classical and very successful method for multi-class classification within SVMs is called the
ONE-AGAINST-ONE (1-a-1) technique [8]. Suppose the classification problem is k-class. Then, 1-a-1 considers
k(k−1)

2 binary SVMs, where each machine is trained on data from every two classes, i and j, where i corresponds
to 1 and j to -1. After the decision surfaces are obtained, the following voting method is used to determine the
class for a test vector x. For every support vector machine, the class of x is computed as in binary support vector
machines, following the sign of the decision function applied to that vector. Then, if the sign says x is in class i,
the vote for the i-th class is incremented by one; conversely, the vote for class j is added by one. Finally, x is taken
to belong to the class with the largest vote. In case two classes have identical number of votes, the one with the
smaller index is selected.

5 Evolutionary multi-class support vector machines for classification. Mo-
delling the Iris data set

The construction of 1-a-1 multi-class ESVMs is straightforward. k(k−1)
2 binary ESVMs are built for every two

classes; voting is then conducted. Validation of the evolutionary approach to multi-class SVMs is achieved on the
Iris data set from the UCI repository of machine learning databases.
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5.1 Fisher’s Irises

The Iris data set is a well-known benchmark problem for multi-class classification. It contains 3 classes of 50
instances each, where each class refers to a type of iris plant, namely Iris Setosa, Iris Versicolour and Iris Virginica.
There are 4 attributes referring sepal length, sepal width, petal length and petal width. Visualization of the Iris data
set can be of great help in getting a better picture of how objects are positioned and a deeper understanding of
the results, i.e. the separating surfaces and related errors. Therefore, a plot of the data can be seen in Figure 1,
courtesy of http://www.ku.edu/cwis/units/IPPBR/java/iris/irisglyph.html. Petal length is represented on the x-axis,
sepal length on the y-axis and sepal width is on the z-axis. Petal width is represented by the angle of the glyph.
Each of the three species of iris is represented by a different color.

Figure 1: Visualization of the Iris data set as a glyph graph

5.2 Parameter setting

A radial kernel was chosen. Values of parameters for the three binary SVMs and for the corresponding evolutionary
algorithms were chosen experimentally, with the same values for each classifier. They are given in Table 1. Values
of parameters were chosen in favour of a high accuracy at the cost of the ability to self-determine the training
errors. Different mutation parameters for variables of the hyperplane and errors have been appointed based on
experimental expertise.

C 1
σ 1

Population size 100
Number of generations 1000
Crossover probability 0.3
Mutation probability 0.4

Mutation probability for errors 0.3
Mutation strength 0.03

Mutation strength for errors 0.05

Table 1. Values for parameters of the three binary ESVMs

5.3 Experimental results

The Iris data set was split into 70% training - 30% test. First, test sample cross-validation with equally distributed
cases for each class both in training and test sets, taken in sequential order, was performed. Then random cross-
validation was conducted. Normalization of data is also undertaken. The algorithm was run ten times for each type
of cross-validation; obtained training accuracy for the three evolutionary binary classifiers in both cases are given
in Tables 2 and 3. Results seem consistent with the visualization in Figure 1.

Setosa vs Virginica Setosa vs Versicolour Versicolour vs Virginica
Training accuracy 100% 100% 93.27%
Standard deviation 0% 0% 1.17%
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Table 2. Training accuracy for each of the evolutionary binary classifiers in 1-a-1 multi-class ESVMs with test
sample cross-validation

Setosa vs. Virginica Setosa vs. Versicolour Versicolour vs. Virginica
Training accuracy in mean 100% 100% 95.42%

Standard deviation 0% 0% 1.36%

Table 3. Training accuracy for each of the evolutionary binary classifiers in 1-a-1 multi-class ESVMs with
random cross-validation

After the three classifiers were obtained, voting was conducted and accuracy on the test set was obtained as in
Table 4.

Test sample cross-validation ESVM Random cross-validation ESVM
Test accuracy in mean 100% 95.77%

Standard Deviation 0% 1.26%

Table 4. Comparison of test accuracy for 1-a-1 multi-class ESVMs with test sample vs. random cross-validation

Comparison to results obtained by 1-a-1 standard multi-class SVMs on the Iris data set in [8] and [14] is given in
Table 5. In the former, authors used ten-fold cross-validation and a shrinking technique, while in the latter random
cross-validation was performed ten times with 90% training-10% test data split.

Test sample 1-a-1 ESVM Random 1-a-1 ESVM 10-fold 1-a-1 SVM Random 1-a-1 SVM
Test Accuracy 100% 95.77% 97.33% 98.67%

Table 5. Test accuracy for the 1-a-1 multi-class ESVM compared to results by standard 1-a-1 methods

6 Conclusions and future work

Present paper extends the new technique of evolutionary support vector machines to multi-class classification.
Hybridization is achieved with state-of-the-art ONE-AGAINST-ONE method within multi-class SVMs. Similarly
to the binary case, there are many advantages of multi-class ESVMs over SVMs. ESVMs are definitely much
easier. In the training stage, the evolutionary solving of the optimization problem enables obtaining w and b
directly, while in the classical approach the equation of the optimal hyperplane is determined after Lagrange
multipliers are found. Moreover, in the case of the classical technique, when using kernels in which Φ cannot be
explicitly obtained, it is not possible to determine w and b at all - solely the class for a new vector can be predicted.
The evolutionary method can also provide, if desired, which training data cannot be correctly classified, as errors
are included in the structure of the chromosomes; the evolutionary support vector machines can self-determine
their training error. Finally, accuracy on a benchmark real-world problem is comparable to those of state-of-the-art
standard methods based on the same SVM approach to multi-class tasks. On the other hand, SVMs are faster,
but future work envisages changes to the evolutionary algorithm in order to decrease computational time. For
example, the inclusion of error gene deletion when they have already converged to zero will shorten the length of
the chromosome and thus probably increase speed. ESVMs based on other state-of-the-art SVM approaches to
multi-class classification are also envisaged in future work.
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Generating JADE agents from SDL specifications

Florin Stoica

Abstract: SDL (Specification and Description Language) is an object-oriented, formal lan-
guage defined by The International Telecommunications Union - Telecommunications Stan-
dardization Sector (ITU-T), applicable to the specification and implementation of distributed
systems. The SDL tool market has expanded and changed significantly in the last years.
The reason is, that it has become practical to use SDL for the (semi-) automatic generation
of implementations. SDL tools can produce source code in programming languages (usu-
ally C/C++/Java) directly from a SDL specification and this code can be linked with a run
time system to make products. The work presented in this paper consists on a tool devel-
oped to help the process of prototyping asynchronous, concurrent systems, such as agent -
based systems. This tool is responsible for generating JADE agents automatically from SDL
specifications. The generated code is a completely functional Java code.

Keywords: SDL, agents, systems modeling.

1 Introduction

It is widely accepted that the key to successfully developing a system is to produce a thorough system specification
and design. This task requires a suitable specification language, satisfying the following needs: a well-defined set
of concepts, unambiguous, clear, precise, and concise specifications, a thorough and accurate basis for analyzing
specifications, a basis for determining the consistency of specifications, computer support for generating applica-
tions without the need for the traditional coding phase.
SDL has been defined to meet these demands. It is a graphical specification language that is both formal and
object-oriented. The language is able to describe the structure, behaviour and data of real-time and distributed
communicating systems with a mathematical rigor that eliminates ambiguities and guarantees system integrity. It
has a graphic syntax that is extremely intuitive, providing quickly an overview of a system’s structure and be-
haviour. The most important characteristic of SDL is its formality. The semantics behind each symbol and concept
are precisely defined.
A system specification, in a broad sense, is the specification of both the behaviour and a set of general parameters
of the system. However, SDL is intended to specify the behavioural aspects of a system. Thus, a SDL specification
of a system is the description of its required behaviour.
Software agents are reactive - agents perceive their environment and respond to changes that occur. An agent
can perform some or no actions, and possibly change its state, as a reaction to events, external (received from the
environment) or internal (generated by its own previous actions).
Agents are the fundamental specification concept of SDL-2000 [3]. The behaviour of an agent is described as an
extended finite state machine: when started, an agent executes its start transition and enters the first state. The
reception of a signal triggers a transition from one state to a next state. In a state, an agent may execute actions
(tasks). Actions can assign values to variable attributes of the agent, branch on values of expressions, call proce-
dures, create new agent instances and send signals to other agents.
There are several, equally valid, ways of extending the basic finite state machine model into a model for SDL finite
state machines. We select one of those models and formalize it in a definition of a reactive finite state machine.
This model is also suited for FSM-driven behaviour of a JADE agent, implemented by FSMBehaviour class.
This model will help us to elaborate the mapping rules between SDL and JADE concepts, used by the SDL to
JADE/Java code generation tool to translate an SDL specification into equivalent JADE code.

2 Reactive finite state machines

A reactive finite state machine is a tuple (Q,Σ,Δ,δ ,q0,F) where
Q is a finite, non-empty set of symbols called states,
Σ is a set of symbols representing valid inputs,
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Δ is a set of symbols representing valid outputs,
δ is the state transition function: δ : Q× (Σ∪{none})−→ (Q∪{err})× (Δ∪{de f ault}),
q0 is an element of Q, the initial state,
F ⊆ Q is the set of final states.
Elements from Σ will be called signals, and elements from Δ will be called events. In one reaction, a FSM
associate a current state p ∈ Q and an input signal a ∈ Σ with a next state q ∈ Q and an output event b ∈ Δ, where
δ (p,a) = (q,b).
The behavior of a FSM is more easily understood when this is represented graphically in the form of a state
transition diagram. The control states are represented by circles, and the transition rules are specified as directed
edges. Each transition is labeled by event from that triggers the transition. The arc without a source state denote
then initial state of the system (state q0).
During one reaction of the FSM, one transition is triggered, chosen from the set of admissible transitions (outgoing
transitions from the current state), so that label of transition matches the terminating event of the current state. The
FSM goes to the destination state of the triggered transition. Apparition of a terminating event for current state is
conditionated by reception of one signal from Σ (leaving from a state could be done only if was received a signal),
an exception being the special signal none, which induce a spontaneous transition.
If terminating event of the current state q ∈ Q\F is not explicit associated with an admissible transition, then:
• if exist the admissible transition labeled with default, this transition (called implicit transition) will be triggered
• else FSM goes in an inconsistent state, denoted through err.
In case if FSM arrive in a state q ∈ F , after completeness of activities from that state, execution of finite state
machine is stopped.

3 Jade agents with FSM behaviours

JADE is a middleware that facilitates the development of multi-agent systems and applications conforming to FIPA
standards for intelligent agents [11]. It includes:
• a runtime environment where JADE agents can "live" and that must be active on a given host before one or
more agents can be executed on that host.
• a library of classes that programmers have to/can use (directly or by specializing them) to develop their agents.
• a suite of graphical tools that allows administrating and monitoring the activity of running agents.
The Agent class represents a common base class for user defined agents. Therefore, from the programmer’s point
of view, a JADE agent is simply an instance of a user defined Java class that extends the base Agent class, as shown
in the code below:

import jade.core.Agent;
public class MyAgent extends Agent {

protected void setup() {
// Printout a welcome message
System.out.println("Hello! The agent "+getAID().getName()+ " is ready!");
}

}
The computational model of an agent is multitask, where tasks (or behaviours) are executed concurrently. Each
functionality/service provided by an agent should be implemented as one or more behaviours. A scheduler, internal
to the base Agent class and hidden to the programmer, automatically manages the scheduling of behaviours.
A behaviour represents a task that an agent can carry out and is implemented as an object of a class that extends
jade.core.behaviours.Behaviour. In order to make an agent execute the task implemented by a behaviour object it
is sufficient to add the behaviour to the agent by means of the addBehaviour() method of the Agent class.
Each class extending Behaviour must implement the action() method, that actually defines the operations to be
performed when the behaviour is in execution and the done() method (returns a boolean value), that specifies
whether or not a behaviour has completed and have to be removed from the pool of behaviours. Is important to
notice that scheduling of behaviours in an agent is not pre-emptive (as for Java threads) but cooperative. This
means that when a behaviour is scheduled for execution its action() method is called and runs until it returns. The
termination value of a behaviour is returned by his onEnd() method [2].
The path of execution of the agent thread is showed in the following pseudocode:

void AgentLifeCycle() {
setup();
while (true) {

if (was called doDelete()) {
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takeDown();

return;

}

Behaviour b = getNextActiveBehaviourFromTheSchedulingQueue();

b. action();

if (b.done() returns true) {

removeBehaviourFromTheSchedulingQueue (b);

int terminationValueOfTheBehaviour = b.onEnd();

}

}

}
Generic behaviours embeds a status and execute different operations depending on that status. They complete
when a given condition is met:

public class MyGenericBehaviour extends Behaviour {

private int step = 0, stop = 2;

public void action() {

...

step++;

...

}

public boolean done() {

return step == stop;

}

}
Behaviours work just like co-operative threads, but there is no stack to be saved. Therefore, the whole computation
state must be maintained in instance variables of the Behaviour and its associated Agent. Following this idiom,
agent behaviours can be described as finite state machines, keeping their whole state in their instance variables.
When dealing with complex agent behaviours (as agent interaction protocols) using explicit state variables can be
cumbersome; so JADE also supports a compositional technique to build more complex behaviours out of simpler
ones. The abstract class JADE CompositeBehaviour provides the possibility of combining simple behaviours
together (children) to create complex behaviours. The actual operations performed by executing this behaviour
are not defined in the behaviour itself, but inside its children while the composite behaviour takes only. The
CompositeBehaviour class only provides a common interface for children scheduling, but does not define any
scheduling policy. This scheduling policy must be defined by subclasses. The FSMBehaviour is such a subclass
that executes its children according to a Finite State Machine (FSM) defined by the user. More in details each child
represents the activity to be performed within a state of the FSM and the user can define the transitions between
the states of the FSM. When the child corresponding to state Si completes, its termination value (as returned by
the onEnd() method) is used to select the transition to fire and a new state Sj is reached. At next round the child
corresponding to S j will be executed. Some of the children of an FSMBehaviour can be registered as final states.
The FSMBehaviour terminates after the completion of one of these children.
The following methods are needed in order to properly define a FSMBehaviour:
• public void registerFirstState(Behaviour state, java.lang.String name)
Is used to register a single Behaviour state as the initial state of the FSM with name name.
• public void registerLastState(Behaviour state, java.lang.String name)
Is called to register one or more Behaviours as the final states of the FSM.
• public void registerState(Behaviour state, java.lang.String name)
Register one or more Behaviours as the intermediate states of the FSM.
• public void registerTransition(java.lang.String s1, java.lang.String s2, int event)
For the state s1 of the FSM, register the transition to the state s2, fired by terminating event of the state s1 (the
value of terminating event is returned by onEnd() method, called when leaving the state s1 - sub-behaviour s1 has
completed).
• public void registerDefaultTransition(java.lang.String s1, java.lang.String s2)
This method is useful in order to register a default transition from a state to another state independently on the
termination event of the source state.
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Figure 1: SDL grammars

4 SDL Systems

SDL Systems consist of a structure of communicating Agents. Each agent may have variables, procedures, a state
machine and a structure. An agent is characterised by the signals it may receive from and send to other agents, and
by the procedures that it may perform upon request. SDL provides the following kinds of diagrams [12]:
• Agent diagrams that describe the properties of Agents, in terms of variables, procedures, an Agent state machine
and contained Agents;
• State diagrams that depict the behaviour of Agents in terms of States and state Transitions;
• Procedure diagrams that depict the behaviour of Procedures;
• Package diagrams that define types that can be used in other diagrams.
The behaviour of an agent is described as an Extended Finite State Machine: when started, an agent executes its
start transition and enters the first state. The reception of a signal triggers a transition from one state to a next state.
In transitions, an agent may execute actions (tasks). Actions can assign values to variable attributes of the agent,
branch on values of expressions, call procedures, create new agent instances and send signals to other processes.
Communication by means of sending signals is asynchronous: the sending agent does no wait until the signal is
handled by the receiver, and the receiving agent will keep signals in a queue until it reaches a state in which it is
prepared to handle it.
SDL gives a choice of two different syntactic forms to use when representing a system: a Graphic Representation
(SDL/GR), and a textual Phrase Representation (SDL/PR). As both are concrete representations of the same SDL,
they are equivalent. In particular they are both equivalent to an abstract grammar for the corresponding concepts.
A subset of SDL/PR is common with SDL/GR. This subset is called common textual grammar. Figure 1 shows the
relationships between SDL/PR, SDL/GR, the concrete grammars and the abstract grammar [6].

5 Agent behaviour specification in SDL

This section introduces a simple example for an agent behaviour specification in SDL [10]. For building SDL
specifications, has been used Cinderella SDL. Cinderella SDL is a CASE (Computer Aided Software Engineering)
tool which is available from Cinderella (www.cinderella.dk).
Figure 2 shows the State diagram which describe behaviour of MyAgent agent as an Extended Finite State Machine
(SDL/GR representation).
The SDL/PR representation of MyAgent is:

process MyAgent ;
signalset Inform, Result;
dcl i Integer :=0, j Integer :=0;
signal Inform(Integer), Result(Charstring);
start;

task i:=i+1 ;
nextstate State_A ;

state State_B ;
input none;
output Result(’B’) ;
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Figure 2: The SDL/GR representation of MyAgent (State diagram)

stop;

endstate;

state State_C ;

input none;

output Result(’C’) ;

stop;

endstate;

state State_A ;

input Inform(j) ;

task i:=i+j ;

decision i=2 ;

( false ): nextstate State_C ;

( true ): nextstate State_B ;

enddecision;

endstate;

endprocess;
The following table contains explanations about symbols used in SDL/GR representation of MyAgent:
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Symbol Description

A text symbol is a basic symbol which contains textual definitions (data types,
signals etc.).

The start symbol is used as start symbol for FSM

The state symbol is used to represent a state of FSM

The input symbol (receiving signals). A spontaneous signal symbol is an input
symbol containing the text none (it induces spontaneous transitions)

The task symbol (performing activities)

The output symbol (sending signals)

The decision symbol (branch execution)

The stop symbol (execution of finite state machine is stopped).

Table 1: SDL graphical symbols

The executability of SDL does not only provide means for efficient implementations, but also for simulation in
all stages of the design. In Cinderella SDL, we can simulate our specification. When simulation is started, an
environment process is created from which stimuli can be sent to the system and which holds in its input queue the
signals sent from the system. The Specification explorer is the basic feature for viewing and navigation in the SDL
specification. The Specification explorer can be set up to show a large range of SDL related information in various
forms.

6 Automatic Java Code Generation from SDL specifications

The work presented in this section consists on a translator which generate automaticaly Java code parsing a SDL/PR
specification that should have been developed in a previous step (a SDL specification defined in the graphical
format SDL/GR can be saved in the textual format SDL/PR using the File export command from Cinderella SDL).
In Table 2 are defined mapping rules between SDL and JADE concepts. The SDL to JADE/Java code generation
tool uses table 2 to convert the SDL specifications into equivalent JADE code. The tool reads a file that contains
the SDL specifications in a textual form (SDL-PR) and, based on these specifications, produces the equivalent Java
code for the behavioral description of the SDL system.

Typically, the procedure from requirements analysis to product implementation would involve the following steps:

• Collect the initial requirements

• Make the SDL diagrams (specifications) to a level where they can be analysed, simulated and checked for
consistency with the system requirements analysis (this can be done in Cinderella SDL)

•When SDL design has proved consistent with the requirements, a code for the application can be generated.
In the following we present the tool responsible for generating JADE agents automatically from SDL design. This
tool is based on the SDL parser developed by Michael Schmitt [7], which used ANTLR to build his own parser.
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Figure 3: A fragment from AST generated for the agent MyAgent described above

SDL specification FSMBehaviour of a JADE agent

Start symbol The setup() method of the agent

State symbol Child Behaviour registered as state of FSMBehaviour

Activities performed within a state
The action() method of child Behaviour associated with that
state

Transition from current state to next state
(nextstate)

The done() method of child Behaviour associated with current
state returns true

Stop symbol

The doDelete() method of class Agent, called from child Be-
haviour associated with SDL state within is reached the stop
symbol; this Behaviour will be registered as final state in FSM-
Behaviour

Signal receiving Receiving a JADE message

Receiving a none signal in a certain state

Execution of activities from action() method of child Behaviour
associated with that state (and generation of a terminating event
for that state), unconditionated by reception of a proper signal

Table 2: Mapping rules between SDL and JADE

ANTLR, ANother Tool for Language Recognition, is a tool that accepts grammatical language descriptions and
generates programs that recognize sentences in those languages. ANTLR knows how to build recognizers that
apply grammatical structure to three different kinds of input: (i) character streams, (ii) token streams, and (iii)
two-dimensional trees structures. Naturally these correspond to lexers, parsers, and tree walkers. The syntax for
specifying these grammars, the meta-language, is nearly identical in all cases. ANTLR knows how to generate
recognizers in Java, C++, C# [1].
The parser developed by Michael Schmitt reflects the SDL-2000 standard correctly and produces the abstract
syntax tree (AST) of a SDL/PR specification. Specification of the SDL grammars is provided in three files:
SDLLexer.g, SDLParser.g and SDLTreeParser.g; these correspond to generated lexer, parser, and tree walker,
respectively. If the buildAST flag in the ANTLR parser options section is set to true, the parser created by ANTLR
will read the source langauge and create ANTLR abstract syntax trees in memory. The tree walker undertake the
complete building of the abstract syntax tree. An abstract syntax tree (AST) captures the essential structure of the
input in a tree form, while omitting unnecessary syntactic details. ASTs can be distinguished from concrete syntax
trees by their omission of tree nodes to represent punctuation marks such as semi-colons to terminate statements
or commas to separate function arguments. ASTs also omit tree nodes that represent unary productions in the
grammar. Such information is directly represented in ASTs by the structure of the tree. Each node holds a token
and pointers to its first child and next sibling:
With the implementation of the AST components complete, the subsequent phases of the translator has been
implemented. The code generator provide Java/JADE code walking a derived AST, completed with actions which
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are executed during tree walking. An action is a piece of code that run when a rule is matched. Actions can appear
anywhere within a rule: before, during, or after a match.
The specification of the tree grammar is provided in the file SDLJADEParser.g.
Computational tasks of the tree walker, generated by ANTLR from the tree grammar, are:
• completeness of building of the abstract syntax tree, initiated by the parser;
• walking the final AST;
• generation of Java/JADE code, through execution of actions associated with tree nodes, during tree walking.
Invocation of the developed tree walker, and implicitly generation of JADE code is achieved in SDLMain.cpp:

// invocation of the parser
parser.sdlSpecification();
// reference to the AST builded by the parser
RefAST tree = parser.getAST();
jadeparser.setASTFactory( &factory );
// invocation of the "tree-walker" and code generation
jadeparser.sdlSpecification( tree );
// reference to the final AST
RefAST jadeTree = jadeparser.getAST();

The translator involve complex data structures. We decided to use the Standard Template Library (STL), which
has C++ class templates for a wide range of basic building blocks of data structures, ranging from simple lists to
associative arrays and hash tables.
For implementing the actions, the following variables/data structures were used:

static string firstState=""; //initial state
static string nextState=""; //next state
static string currentState=""; //current state
//associate each state with its current terminating code
//(event) which induce the transition;
// this represent the value of private variable _onEnd
//of the child behaviour which completes
typedef map<string, int, less<string>, allocator<int>>
TMapStateCode;
//associate each state of the FSMBehaviour with its child Behaviour
typedef map<string, string, less<string>, allocator<string>>
TMapStateBehaviour;
//associate each child Behaviour with its
//terminating condition from the done() method
typedef map<string, string, less<string>, allocator<string>>
TMapStateEnd;
// variable declarations
TMapStateCode mapStateCode;
TMapStateCode::iterator itStateCode; //iterator
TMapStateBehaviour mapStateBehaviour;
TMapStateBehaviour::iterator itStateBehaviour; //iterator
TMapStateEnd mapStateEnd;
TMapStateEnd::iterator itStateEnd; //iterator
The partial construction of the FSM which defines the scheduling policy for FSMBehaviour of the JADE agent is
done when the tree walker recognize (match) the Nextstate node within AST:

nextstate :
#( Nextstate /*state*/ n:Name ( actualParameters )?(

/*stateEntryPoint*/ Name )? )
{
if (firstState.empty()) {

firstState = n→getText();
mapStateBehaviour["start"].append(

"fsm.registerFirstState(new Behaviour_");
mapStateBehaviour["start"].append(firstState + "(), ");
mapStateBehaviour["start"].append(toStr(firstState) + ");�n");
if ((itStateBehaviour = mapStateBehaviour.find(firstState)) ==

mapStateBehaviour.end()) {
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mapStateCode[firstState]=0;
mapStateEnd[firstState]="";
initStateBehaviour(firstState); //initialization of the

} //child Behaviour
}
else {

nextState = n→getText();
/** prepare to leave the current state **/
mapStateCode[currentState]++;
mapStateBehaviour[currentState].append("_onEnd =" +

getStateCode(currentState)+";�n");
if (mapStateEnd[currentState].empty()) {

mapStateEnd[currentState].assign("_onEnd == " +
getStateCode(currentState));

}
else {

mapStateEnd[currentState].append(" | | _onEnd == " +
getStateCode(currentState));

}
/** current state leaved **/
mapStateBehaviour["start"].append("fsm.registerTransition(" +

toStr(currentState) + ", " + toStr(nextState) + ", ");
mapStateBehaviour["start"].append(getStateCode(currentState));
mapStateBehaviour["start"].append(");�n");

} } ... ;
At finishing of the activities performed within a state, will be generated the methods done() and onEnd() of the
associated child behaviour:

compositeStateApplication :
...
( end )?
{
mapStateBehaviour[currentState].append(

"public boolean done() { �n");
mapStateEnd[currentState] = mapStateEnd[currentState].empty() ?

"true" : mapStateEnd[currentState];
mapStateBehaviour[currentState].append("return (" +

mapStateEnd[currentState]+");�n } �n");
mapStateBehaviour[currentState].append("public int onEnd() {�n");
mapStateBehaviour[currentState].append(

"System.out.println(�"Behaviour �" + getBehaviourName() + �"
completed.�");�n");

mapStateBehaviour[currentState].append(
"System.out.println(�"Exit code: �" + _onEnd);�n");

mapStateBehaviour[currentState].append("return _onEnd; �n } �n }");
};
In the following is presented a fragment from generated code for the JADE agent, which contains the definition of
the FSM which controls the FSMBehaviour:

public class MyAgent extends Agent {
//...
protected void setup() {

FSMBehaviour fsm = new FSMBehaviour(this) {
public int onEnd() {

System.out.println("FSM behaviour completed.");
myAgent.doDelete();
return super.onEnd();

}
};
//...
fsm.registerFirstState(new Behaviour_State_A(), "State_A");
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fsm.registerLastState(new Behaviour_State_B(), "State_B");
fsm.registerLastState(new Behaviour_State_C(), "State_C");
fsm.registerTransition("State_A", "State_C", 2);
fsm.registerTransition("State_A", "State_B", 3);
addBehaviour(fsm);

}
//...
}

After compilation, the generated agent MyAgent can be activated in the JADE platform:

java jade.Boot -gui myAgent:MyAgent

7 Summary and Conclusions

In this paper was presented implementation of a translator which generate automaticaly Java code parsing a
SDL/PR specification of an agent, targeting the JADE platform. For this purpose, was ported on Windows plat-
form (as a Microsoft Visual C++ 6.0 project) the SDL parser developed by Michael Schmitt on SuSE 8.1. This
parser was extended with a tree parser grammar, SDLJADEParser.g. Because the project is based on ANTLR, was
necessary to port on Microsoft Visual C++ the ANTLR runtime, resulting the library libantlr.lib, used to produce
the generator executable.
In this stage of work, the generated code can be used as a prototype of a real agent-based application.
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A Programming Interface for Finding Relational Association Rules

Gabriela Şerban, Alina Câmpan, Istvan Gergely Czibula

Abstract: Association rule mining means searching attribute-value conditions that occur
frequently together in a data set ([5]). Ordinal association rules are a particular type of rules
and describe numerical orderings between attributes that commonly occur over a data set
([2]). We propose an extension of ordinal association rules, called relational association
rules. Relational association rule mining can be used in solving problems from a variety of
domains, such as: Data Cleaning, Natural Language Processing, Databases, HealthCare. In
this paper we present a new programming interface for finding relational association rules,
RARI (Relational Association Rule Interface). The main characteristic of this interface is its
extensibility, meaning that new attribute types and new relations between attributes can be
simply added. Consequently, using this interface, we can simply develop applications for
finding relational association rules in different kinds of data. We report an experiment for
finding relational association rules in medical data, developed using the designed interface.

Keywords: Relational association rules, Programming, Interface.

1 Introduction

The purpose of this paper is to present a standard interface for finding relational association rules that hold in a
data set. The interface is meant to facilitate the development of software for finding relational association rules in
different domains. For this issue, the entities, their characterizing attributes, the attribute types and the relations
between attributes can be designed and implemented separately and then interconnected relatively easily, in a
standard, uniform fashion.

1.1 Relational Association Rules

We extend the definition of ordinal association rules ([2]) towards relational association rules.

Definition 1. Let R = {r1,r2, . . . ,rn} be a set of entities (records in the relational model), where each record
is a set of m attributes, (a1, . . . ,am). We denote by Φ(r j,ai) the value of attribute ai for the entity r j. Each
attribute ai takes values from a domain Di, which contains ε (empty value, null). Between two domains Di and
Dj can be defined partial relations, such as: less or equal (≤), equal (=), greater or equal (≥), etc. We denote by
M the set of all partial relations defined. An expression (ai1 ,ai2 ,ai3 , . . . ,ai�)⇒ (ai1 μ1 ai2 μ2 ai3 . . .μ�−1 ai�), where
{ai1 ,ai2 ,ai3 , . . . ,ai�} ⊆A = {a1, . . . ,am}, ai j �= aik , j,k = 1..�, j �= k and μi ∈M, is an relational association rule
if:

a) ai1 ,ai2 ,ai3 , . . . ,ai� occur together (are non-empty) in s% of the n records and s≥ smin (given); we call s the
support of the rule;

and

b) if we denote by R′ ⊆ R the set of records where ai1 ,ai2 ,ai3 , . . . ,ai� occur together and Φ(r j,ai1) μ1

Φ(r j,ai2) μ2 Φ(r j,ai3) . . . μ�−1 Φ(r j,ai�) is true for each record r j din R′, then c = |R′|/|R| ≥ cmin (given)
holds; we call c the confidence of the rule.

In [2] is given a discovery algorithm for binary ordinal association rules (rules between two attributes). We devel-
oped in [3] an algorithm, called DOAR (Discovery of Ordinal Association Rules), that efficiently finds all ordinal
association rules, of any length, that hold over a data set. We have proved that the proposed algorithm is correct
and complete. This algorithm can be used for finding relational association rules, as well. For implementing the
main functionality of our interface we have used the DOAR algorithm.
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1.2 Aims of our approach

The aim of the proposed approach is to make an abstraction of the issue of finding relational association rules,
ensuring a general approach, independent of the concrete entities, attributes and relations involved in the process
of finding association rules.
In various domains clearly appears the necessity to find relational association rules that hold over different kinds
of entity sets, characterized by different types of attributes and with various kinds of relations between attributes.
For example, in the field of Natural Language Processing we may need to find association rules between words.
In this example, an entity is a context (set of words), the attributes are features characterizing the words, and the
relations can be linguistical relations between words.
In relational databases, an entity is a record from a table, the attributes are table fields, and the relations are defined
between attributes.
Another example in which finding relational association rules is useful is HealthCare. For example, for a given
disease we assume that a set of patients are characterized by a set of symptoms. In this example, an entity is a
patient, the attributes are symptoms and the relations are defined between symptoms.
There are other domains in which finding relational association rules can be used, for various types of entities,
attributes and relations.
That is why, in this paper we propose an unitary approach for finding relational association rules in a data set,
approach that is independent of the types of entities, attributes and relations.
The paper is structured as follows. Section 2 describes the functionalities provided by our interface. Section 3
presents its design. We then report an experiment developed using RARI.

2 The programming interface RARI

In this section we propose an API that allows a simple development of applications based on finding relational
association rules. RARI ensures a uniform development for all these applications. It provides a hierarchy of classes
that can be used for finding relational association rules.
The main advantage of the interface is that the user can simply define, depending on the current problem domain,
new types of attributes and new types of relations between the attributes, while the process of finding relational
association rules remains unchanged. The interface is realized in JDK 1.5, and is meant to facilitate software
development for finding relational association rules in data.
There are six basic entities (objects): Entity (defining an entity from the data set), Attribute (that char-
acterizes the entities), AttributeType (that represents the type of an attribute), Relation (defining partial
orderings between attributes), AssociationRule (describing relational association rules in data) and
AssociationRuleGenerator (responsible for extracting relational association rules that hold over the entity
set, based on the attributes and relations already defined).
For designing the interface, we made an abstraction of the mechanism for generating relational association rules, in
order the interface to be used for any kind of data (various types of entities, attributes and relations). Much more,
the entities representing the data set are completely separated from the attributes that characterize them (an entity
has to know nothing about the attribute, it has to know only about its behavior). Thus, we can easily change and
add attributes characterizing the entities, and relations between attributes, without affecting the general process.
The AssociationRuleGenerator class is the main class of the interface and manages the process of finding
relational association rules in the given data set in respect to the given attributes. This class provides an operation
for finding association rules in data and implements the DOAR algorithm ([3]).
The interface also provides a class that models a set of entities (the data set from which we want to extract rela-
tional association rules), a class that models a set of relational association rules and a class (RelationSet) that
manages the set of relations between the attributes (this class allows to manage dynamically the set of relations
defined between attributes).
For using the interface in a specific task, for finding relational association rules, the user has only to:

• define specialized classes for the concrete attribute types (for example a class AttributeInt that extends
the abstract class AttributeType if the attributes are integer attributes);
• define specialized classes for the concrete relations between attributes (for example a class
IntIntEqual that extends the abstract class Relation if we want to describe the equality relation be-
tween two integers). For example, if the user wants to define a relation between the PSN of a person and its
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birthdate (in order to verify the validity of the data), he can simply define a relation StringDateRelation
and then provide this relation to the relation manager (RelationSet);
• construct the concrete entity set.

All other mechanisms needed for generating the rules are provided by the classes from the interface.
In the following we present the skeleton of an application for finding relational association rules. Let us assume
that attributes are of integer type, and the only relation needed between attributes is “=”.

• First, the user defines the class that defines the concrete attribute type.
public class AttributeInt extends Attribute{...}
• Second, the user defines the class that defines the concrete relation between the attributes already defined.
public class IntIntEqual extends Relation{...}

In the same manner as above, the user can define as many attribute types and relations between them as are needed
in the current task.
In the application class, which initiates the process of finding relational association rules, the user has to: a) define
a method that reads the data from an external device (file, database) and returns an EntitySet; b) add (register)
the concrete relations defined above to the set of relations RelationSet.

public class Application {
public Application(){

// the manager of relations adds a new concrete relation to its set
// of relations
RelationSet.addRelation(new IntIntEqual());
// the application provides a method to read the data and to construct
// an EntitySet object
EntitySet es = readData();
// an instance of an object AssociationRuleGenerator is created from
// the entity set created above
AssociationRuleGenerator arg = new AssociationRuleGenerator(es);
// the association rule generator generates the set of association
// rules having a minimum support and confidence
double minimumSupport = 0.9;
double minimumConfidence = 0.8;
AssociationRuleSet ars = arg.genAssociationRules(minimumSupport,

minimumConfidence);
// the determined association rule set can be now processed

}
}

Figure 1 shows a simplified UML diagram ([6]) of the interface, illustrating the hierarchy of classes. It is important
to mention that all the classes provided by the interface remain unchanged in all applications for finding relational
association rules. The Figure 1 illustrates the core of the interface; what is outside the core are the concrete classes
that the user has to define, by extending the classes provided by the interface, in order to develop an relational
association rules discovery application.

3 The Design of the Interface

The classes used for realizing the interface are the following:

• AttributeType is ABSTRACT. Models an abstract attribute type, identified by the type name. The
class has operations for returning and modifying the type name, a method for verifying the equality of two
types and an abstract method that creates a value of that type from a string. The concrete attribute types
defined by the user of the interface, will extend the abstract attribute type, managing their concrete type and
overwriting the abstract method from the abstract AttributeType;
• Attribute. Models an attribute characterizing the entity set, identified by a name, a type (an instance
of the AttributeType class) and a value (that is an object).
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Figure 1: The diagram of the programming interface

• Entity. Models an entity from the data set, which consists in a list of attributes. The class has operations
for managing the attributes: adding, removing and returning attributes from a given position, searching an
attribute with a given name and type.

• EntitySet. Models a set of entities, which consists in a list of Entity objects. The class has operations
for managing the set of entities: adding, removing, searching entities and a method that returns an iterator
on the set.

• Relation is ABSTRACT. Models an abstract relation between two attribute types Type1 and Type2. The
class has abstract operations for: returning Type1 and Type2, returning the name of the relation, verifying if
two Attributes are in the given relation and for returning the converse of the relation.

• AssociationRule. Models an association rule, identified by a set of abstract attributes, a set of
abstract relations, and characterized by its support and confidence. The main methods of this class are for:
managing the attributes and relations from the association rule, setting and returning the support and the
confidence of the rule.

• AssociationRuleSet. Models the structure of a set of association rules, which consists in a list of
AssociationRule objects. The class has operations for managing the set of association rules: adding,
removing, searching rules and a method that returns an iterator on the set.

• RelationSet. In our design this class models a repository (set) of relations, that allows the user to
dynamically add relations between newly defined attribute types. The user can dynamically add new defined
relations in this list, using a method addRelation. This class has methods for obtaining the relations for a
given Attribute, for verifying if there exists a given Relation between two Attributes.

• AssociationRuleGenerator. Is the main class of the interface, that implements the process of
finding relational association rules in a set of entities. It represents the heart of the interface, the uniform
usage that all sets of entities, with their particular attributes and relations, are meant to conform to. The main
method of the class is generateAssociationRules, that generates from the data set the relational association
rules having a minimum given support and confidence, and returns an instance of the
AssociationRuleSet class.

As it can be seen on Figure 1, there is a dependency relationship between the AssociationRuleGenerator
and RelationSet, that allows the association rule generator to dynamically manage the relations added by the
user, without affecting the main process of detecting rules.
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4 Experimental Evaluation

In order to test RARI, we considered a HealthCare experiment that consists in detecting relational association rules
between the symptoms of patients that have a cancer disease. We intend to use this method for medical diagnosis.
The entities in this experiment are patients: each patient is identified by 9 attributes [1]. Each attribute represents
a symptom in the cancer disease, and takes integer values between 1 and 10. In this experiment are 457 patients
(entities). The data for this experiment was obtained from the website at “http://www.cormactech.com/neunet”
([4]). For this experiment, we have defined:

• AttributeInt, defining the integer attribute representing a patient’s symptom in the cancer disease;
• IntIntEqual, IntIntLess and IntIntGreater, defining the possible orderings between two in-
teger symptoms (=, ≤, ≥);
• a mechanism that read the data (for each patient, it reads the values of the symptoms) and creates an
EntitySet object, in which a concrete entity is a patient.

Using the above defined classes, the application for detecting relational association rules between the symptoms
was easily developed, based on the functionality provided by the interface.
By running DOAR with minimum support threshold of 90% and minimum confidence threshold of 80% we have
obtained: 20 binary rules, 35 rules of length 3 and 19 rules of length 4. We intend to use the obtained results for
assisting physicians in medical diagnosis.
As a conclusion of our experiments, we have to mention, from a programmer point of view, the advantages of
using the interface proposed in this paper:

• is very simple to use;
• the effort for developing an application for relational association rule detection in a data set is reduced –
we need to define only a few classes, the rest is provided by the interface;
• the user of the interface has to know nothing about the method of finding relational association rules,
because it is provided by the interface;
• we can change the type of the entities or to add new attribute types and relations between attributes, while
the interface remains unchanged.

5 Conclusions and Further Work

As a conclusion, we have developed a small framework that will help programmers to build, dynamically, their
own applications for detecting relational association rules in different kinds of data, without dealing with the
discovery technique (that remains unchanged and is provided by the interface). For a concrete application, the
programmer has only to create, extending the classes defined by the interface, concrete classes for: the attribute
types characterizing the entity set, the relations between the attributes and a mechanism for constructing the entity
set from an input data (from a text file, a database, an XML file). So, the programmer’s effort for developing an
application is reduced.
Further works can be done in the following directions:

• how can the method for detecting relational association rules in medical data be used in medical diagnosis;
• how can the interface be generalized for adaptive association rule generation: new patients (entities) are
added to the database or/and new symptoms (attributes) that characterize the patients are introduced.
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444 Gabriela Şerban, Alina Câmpan, Istvan Gergely Czibula

[3] A. Campan, G. Serban, T. M. Truta, A. Marcus, “An Algorithm for the Discovery of Arbitrary Length Ordinal
Association Rules”, submitted to DMIN’06.

[4] http://www.cormactech.com/neunet, “Discover the Patterns in Your Data”, CorMac Technologies Inc, Canada.

[5] J. Han, M. Kamber, Data Mining: Concepts and Techniques, The Morgan Kaufmann Series in Data Manage-
ment Systems, 2001.

[6] http://www.omg.org/technology/documents/formal/uml.htm.
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The Necessary Estimation of Space on Hard disk for the Implementation
of Data Bases

Andy Ştefănescu

Abstract: The necessary estimation of space on hard disk can constitute a requirement in
stage of projects the systems, pursuant to facts as the physical implementation of databases
can be treatment by the configuration hardware current. Just but that not happened like this,
still the designer must let estimates necessary of space on disk for the stockade databases in
the eventuality in which it needs to buy new elements of hardware.

Keywords: file of types heap, hash, ISAM, arbor B* method.

1 Introduction

The estimation utilization disks depends in very big measure target of Database Systems and hardware elements
used-up for support databases. By and large, the estimation is banked on the size of each record, on the number of
records from relation. The last estimation must let us offers a maximum number. To settle down the potential sizes
of databases in future, maybe it is necessary to take in the calculus the way in which will increase the relation and
modification accordingly size disks.
Database is organized in one or many files, each file be constitute from one or more records, and each record
be constitute from one or many fields. When an user require a record from database, the databases management
system transposes the logical record in a physical record, find physical record in systems buffer from the capacity
of primary stockade, using loading routine for access to file.
The physical is the unit of transfer between disk and main memory. By and large, a physical record is constitute
from one or many logical record, with all as, sometimes, depending on size, a logical record can correspond of
alone physical record. It’s possibly as a large logical record contains more than a physical record. Sometimes, the
terms: block and page maybe substitute the physical record.
Before illustrated this process it’s needs to remember the fact as the designer establishes as objective an optimum
organization of files, for each relation, based on follow types of file: Heap, hash, indexed sequential access method,
arbor B*.

2 Optimal organization of files. A case study

A heap file represents most simple way to organizes the files of databases. The records are place into file, in same
order was inserted. The main disadvantage of organization date in heap files is the fact as for find namely record is
necessary a linear search. This presupposes the reading all pages from main-file to find demand record. This thing
does founds from heap file with many pages to be relative slow.
Erased a record, before is necessary to find proper page, indication the record as be erase, following by writing
the page backward on disk. The space of erased records can’t be reworks. Pursuant, performance is deteriorated
progressively, on measure are in progress the erases.
A INGRES page has 2048 bytes, from which 40 bytes are used-up like heading of page, and the remainder 2008
bytes are available for the stockage user dates. Total space necessary for a heap file can be a calculating according
as follow:
rows_per_page = 2008/(large_row +2)
total_pages_heap = num_rows/ rows_per_page
Where: num_rows represent a record dimension.
For example, to calculate the size of table with 10000 records stocked like as heap file, will do:
rows_per_page = 2008/(111 +2) = 17
total_pages_heap = 10000/17 = 589
So, the table in cause will require the stockade of 589 INGRES pages as the heap file. In a system with size block
of 512 bytes, the illustrates table will require 589*2048512 = 2356 blocks of disk
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In a hash file don’t needs as records to be write sequential way. Conversely, a hash function calculates the address
for page in which will be stored the registration, based one or more fields from records. The records from hash file
will appear as be distributed random in the available space from file.
The necessary for a hash file is caused like as the same algorithm used in case heap files. In addition, the number
of pages must fit so that to take in consideration the fill-factor, which represents the percent from a page which will
be used-up before it is considerate full.
In the INGRES system, the fill-factor established for hash file is 50%, if width record don’t exceeds 1000 bytes -
case in which the fill-factor is 100%. The formula becomes:
rows_per_page = (fill-factor *2008)/( large_row +2)
total_pages_hash = num_rows/ rows_per_page *(1/ fill-factor)
For example, to calculate table dimension with 10000 records stocked like as hash file with a fill-factor equal to
50%, will do:
rows_per_page = 0,5*2008/(111 +2) = 8
total_pages_heap = (10000/8)*2 = 2500
So, the table in cause will require the stockade of 2500 INGRES pages as the hash file with a fill-factor equal to
50%. In a system with size block of 512 bytes, the illustrates table will require 2500*2048/512=10000 blocks of
disk
ISAM file contains sorted date with a primary index. This structure represents a compromise between a sequential
pure file and an aleatory pure file. This in, because the records can be processed sequential or individual accessed
used the value of search keys, what access the record among index key. A file sequential indexes represents a
changeable structure who has:
- a primary stockade zone;
- a index or separate indexes;
- a upper exceeds
Indexed sequential access method ISAM from IBM use this structure, it is bound up with hardware quality.
Therewith organized file in this way accepts found based on exact corresponding keys. Because ISAM index
is static, create when the file is creates, performances of ISAM file is deteriorated on measure what relation is
updating.
In what look the necessary estimation of space on hard-disk, in case a ISAM file it is necessary to considerate the
fill-factor and allocate a supplementary space for the ISAM index. In the INGRES system, the fill-factor is equal
to 80%. The calculus of a sizes relation is accomplished after formula:
rows_per_pages = (fill-factor *2008)/(large_row +2)
empty = 2008 - (rows_per_pages * (large_row +2)

IF empty > (2048/(fill-factor*2048)) and (large_row ≤ empty
rows_per_pages = rows_per_pages + 1
total_pages_date = num_rows/rows_per_page

The calculus for sizes of index is accomplished after formulas:
key_per_page = 2008 / (large_key +2)
total_page_index/key_per_page + 1
Where: large_key = the size of key collumns
Thence, the global necessary space of a ISAM file is:
total_pages_isam = total_pages_date+total_pages_index
For example, to calculate table dimension with 10000 records stocked like as ISAM file with a fill-factor equal to
80%, will do:
rows_per_pages = 0.8*2008/(111+2) = 15
total_pages_date = 10000/15 = 667
key_per_page = 2008/(5+2) = 286
total_pages_index = 770/286 + 1 = 4
total_pages_isam = 667 + 4 = 671
So, the table in cause will require the stockade of 671 INGRES pages as the ISAM file with a fill-factor equal to
80%. In a system with size block of 512 bytes, the illustrates table will require 671*2048/512=2684 blocks of disk.
An arbor B* file guy comprises the pages of indexes, branch pages intermediary, pages of date. The pages of date,
of indexes and branch pages intermediary can use different factors for filling. In the INGRES system, fill-factors
are equal to 80% for pages of date or indexes, respectively 70% for branch pages intermediary. The calculus for
size of table is accomplished by formula:
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rows_per_pages = (fill_date*2010)/(large_row +2)
empty = 2008 - (rows_per_pages * (large_row +2)

IF empty > (2048-( fill_date *2048)) and (large_row≤empty
rows_per_pages = rows_per_pages + 1

key_max = (1964/larg_key+6))-2
key_per_branchpages = key_max*fill_re_ branchpages
key_per_index = key_max *fill_index
num_ branchpages = (num_rows/key_per_ branchpages) + 1
num_pages_date=num_pages_date*(key_per_branchpages/rows_per_page)
+MODULO (num_rows/key_per_branchpages)/rows_per_page
num_ branchpages = 0
IF num_ branchpages≤key_per_index
THEN num_ branchpages = num_ branchpages/key_per_index

ELSE num_pages_index = 0
IF num_ branchpages > key_per_index

THEN X = num_ branchpages
DO
X = X/key_per_index
num_pages_index = num_pages_index + X
WHILE (X > key_per_index)

ENDIF
total_pages_arborb=num_pages_date+ num_ branchpages +
+num_pages_index+2
ENDIF
For example, to calculate the size of table with 10000 records stocked like as arbor B* file, indexed in one atributte,
using the settle fill-factors, will do:
rows_per_pages = (0.8*2010)/(111+2) = 15 num_ branchpages == (10000/123)+1= 83
key_max = (1964/(5+6))-2 = 176 num_pages_date = 83*(123/15)+3 = 750
key_per_ branchpages = 176*0.7 = 123 num_pages_index = 0
key_per_index = 176*0.8 = 140 total_pages_arborb = 750+83+0+2= 835

3 Summary and Conclusions

This paper had like objective to do a comparative study for the estimation of necessary space on disk, in case of
three types of files: heap, hash, ISAM.
Thence, the table taken as example will require store 835 INGRES pages like as arbor B* file, indexed one attribute,
using the settle fill-factor. In the INGRES system with size block of 512 bytes, the table illustrates will require
835*2048/512 = 3340 blocks of disk.
In the next table is presented comparative, the needfulness of space on disk (in blocks of 512 bytes) for case in the
records of table are increase

.

10 000 20 000 30 000 40 000 50 000
Heap 2 356 4 708 7 060 9 412 11 768
Hash 10 000 20 000 30 000 40 000 50 000
ISAM 2 684 5 360 8 032 10 712 13 388
Arbor B* 3 340 6 592 9 844 13 100 16 352

This numerical examples put in evidence, in a table way, the best method for the of organization of data bases files.
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Using Data Warehouse for the Decisional Process of a Sustainable Firm

Laura Ştefănescu, Laura Ungureanu

Abstract: The paper presents some basic aspects regarding the use of data warehouse in
the management activity: a data warehouse is a subject-oriented, integrated, time-variant and
non-volatile collection of data in support of management’s decision making process.
At the same time this paper attempts to underline the reason for which data warehouse repre-
sent an urgent demand of the modern organisations to sustain the decisional process.

Keywords:sustainable firm, decisional process, data warehouse.

1 Introduction

In the developed countries where we can talk about real informational society and where the Its are actively present
in the very day life, the data bases no matter the type (relational, distributed, object oriented, relational-object), are
a common thing which every company constitute since the set up. The first thing an organisation starts with, of
any type and size, is that of setting up it own data base, to take over an already existing one or to consult other data
bases.
>From these set fourth so far we can draw the conclusion that the data bases have become common and take part
from an ordinary work day in a informational large company. In any moment, the marketing employees can trace
every order, the enrolment stage of any contract; they can offer the proper materials to the supply department. The
engineers can programme best the high tide of production, they can find out in any moment where and in what
quantity they can find a piece or a derived ensemble they can lead the technological process. The bookkeeping and
the finances can be informational to reflect accurately, in value, the whole activity.

2 Arguments for using data warehouse by a sustainable firm

But to support the decisional process, as a means to achieve a competitive advantage, the attention will be concen-
trated on the means of using the operational data of the organisation. The problem of the decisional process deals
with derives from the necessity that the data archives be transformed in a knowledge source, so that the decedent
be presented a single integrated view on the organisation’s data.
The new type of firm - based on knowledge - which is more and more present, must be a sustainable firm. The
sustainable firm is that organisation which establishes economical objectives, social and ecological too, on long
term, able to achieve them through strategic knowledge capitalisation, generating multiple positive consequences
for stakeholders and its environment.
The sustainable firm needs data warehouse because these represent the solution to satisfy the demand of a system
able to sustain the decisional process. The data warehouse represents a new concept which refers to the assis-
tance of the decisional process of the new administration demands of organisations using the analysis of more
information coming from different sources.
If, for instance, in a study which refers to the management of a sustainable firm, to draw up a viable strategic plan,
we try to obtain some quick answers to a series of interrogatives which can elucidate the position on market.
Though being the manager of an ultramodern firm, completely informational, this one will encounter enough
obstacles in rendering his own strategy. The informational system which he disposes rolls vital applications,
pursuing data capture and data transforming to obtain necessary information for the operational activities.
In the above situation, the manager would be interested in knowing the clients potential who would want technique
- town projects (for instance), to know the structure of the demand on types of services which the firm can provide
etc. For that he asks the informational department a report, but this will last because the data must be taken from
various subsystems, from different data bases, from different platforms, having to be brought in an intelligible
form and, if possible, unitary.
Let’s suppose that, eventually, the report is transmitted to him: a lot of tables from which the details are not relevant
and the levels of summing are not sufficient. He will certainly want to try more variants of results grouping, but
this could take many days.
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Eventually, the manager realises that he should make a last years transactions analysis and should limit a series
of measures depending on their evolution. But, the archive data are difficult to access and the formats in which
they are differs from the present formats due to the fact that in the past few years the data bases were restructured
several times, a new distributive system has been applied meanwhile etc.
In the end, the manager would like to group his data depending on the present situation, without asking the software
developers to write applications, for a few months, that will be useless at the first change in the organisation of
the informational system. But, on the other hand, spread sheet software is exceeded by these demands and an
interrogation instrument in the complex structure of data bases cannot be imagined.
And still, the primary data exist and the external information is available. Why the present software system doesn’t
help him enough? Why the data cannot be transformed in information and relying on them he should make
intelligent decisions? Because the system was conceived for office workers and not for managers, it is details -
oriented, while the manager needs the general view. The present system wants to reflect as accurately as possible
the current situation of the economical process, while the strategic leaders are interested in its evolution. The
present system run vital applications for the organisation and does it well. Nothing should threaten its stability and
security.
But, just for this thing to happen, he is after the capture of economical information, while the modern tendency
towards the decentralisation of the decision would ask the dissemination of the information. Another drawback
is that, the software system which he has an operational one, and the manager needs a software system. His hole
construction looks for, mainly, the data processing (OLTP / on line transaction Processing), and the manager wants
data analysis (OLAP - On line analytic Processing)
The apparition of the concept of data warehouse is justified by the limits of the online processing systems of trans-
action (OLTP), which can not provide very quickly and in the format required by the managers these information
which they need. The OLTP type systems are specialised on types of problems, for instance: managing the pro-
duction, making commercial transactions, having as main purpose to manipulate, quickly and rapidly, the data.
To ensure the required performances and, sometimes, from historical or security reasons, they are not projected to
work a co-operation with other systems.
Other reasons which indicate the OLTP type systems as being inadequate for the manager needs are linked to:
- Limiting the data manipulated by these systems to the current values necessary to fulfil their mission;
-Security aspects in the case in which the different data bases are distributed geographically.
If the problem is being analysed from the point of view of the software instrument which administrators the data
base other complications can be observed. Nowadays SGBD of relation type are preponderant, that allow the
effectuation of tens of thousand of transactions per minute. At the same time, relational SGBD allow to storage
of some impressive data volumes in a non-redundant under the shape of tables which can be combined through
certain operations, well founded mathematically, to obtain the information needed. The interrogation can be done
flexibly using the SQL language. Despite all these advantages their using by a manager situated on the superior
levels of leading hierarchy, needs knowledge and time which he doesn’t possess in some cases.
To avoid all these short comings, an intermediary solution has been given by the Executive Information Systems -
EIS. There are front-end type systems for OLTP type systems and have the mission to accomplish unit operations
of the data received from OLTP which are stocked intermediary in the memory displays of EIS. The manager
would better not formulate interrogation controls in a mysterious language for him, SQL, he has the possibility to
choose from an already establish menu to obtain the necessary information.
Although EIS type solutions have represented an important step in the assistance of decisions data centred, they
have some shortcomings due from the accomplishing conception itself. First of all data gathering from OLTP type
systems remains a problem which is not simple from the technical point of view. Secondly, the EIS solution suffers
from an inflexibility shown both in using it (the managers have to run several sequences of already established
menus and nothing more or less and in supporting and development, situation in which the redesigning from the
beginning can be necessary to consider supplementary requests of informing.
>From those shown and from the limits touched by the instruments of data bases administration systems we noticed
that these determined the necessity of this new concept: data ware house and consequently, some new informational
instruments of analytical processing online OLAP.

3 Scope and aims of data warehouse

The main purpose of data storing up is to integrate the general data from the whole organisation into one warehouse,
from which the users can launch interrogations, produce reports and make analyses. The data warehouse represents
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Figure 1: The architecture and the instruments to access at data warehouse

an environment of decisions sustenance, which takes over the data stored in the data bases, organises them and
makes them available for the decisions organisms from the whole organisation.
The sources for data warehouse are: current operational data bases, archive old data bases, also external data bases.
The structure of data ware has more types of date which are in correspondence with different information requires
of users: details dates, aggregates dates, met dates, which describe the dates contented in data warehouse and the
way in these are obtained and stocked.
Figure 1 put in evidence in a synthetically way, the main sources of date for warehouse, the structure of data
warehouse but, also the instruments to access and utilisation of data warehouse. This instruments are ensure by the
software associated to data warehouse, finding:
- Instruments necessary for users who need rapidly to punctual information’s or report writers who transpose
information into adequately forms;
- Instruments for assisted decisions which transpose information in charts, diagrams for analyse the trends, corre-
lation and a suggests (OLAP, Data mining).
The main operations which are made on the data loaded from the data base are:
- Data loading from different sources: detecting the data of new interest placed in the source data bases and
determining the way and the place of loading up;
- Data conversion from the original format into the one taken by the data warehouse;
- Data cleaning up, which comprises identification and correction functions of conversion errors and omissions
completing;
- Data transforming through unit and summing up operations.

4 Conclusions

Briefly, the data warehouse is an administration technology and an analysis one of data which successfully imple-
mented permits the managers to make a more substantial, more correct and more coherent analysis.
The OLAP type instruments are used to manipulate the data in a way that extends and makes flexible the functions
and the way of operating of EIS type systems previously described. Intuitively, the OLAP functioning is suggested
by ”slice and dicing” type operations of the data base to allow the decision maker to find the information which
allows him the finding of situations of interest or by pothesis verification. OLAP and the data warehouse are
complementary. It is important to make the distinction between the concept of data warehouse and OLAP. While
the data warehouse accumulates information having tactical character in a data base with a relational specialised
capacity, to provide answers to questions such as: ”Who ? and ”Why ?”, OLAP uses a multidimensional view of
unit data to be able to answer to supplementary questions of these type: ”Why ?” and ”What if ?”, typical for the
systems for support decisions.
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“The School in Your Pocket”:
Useful PocketPC Applications for Students

Horea Todoran, Adrian Sergiu Darabant

Abstract: Much smaller than laptops and still suitable for almost all kinds of applications,
hand-held devices have the potential to rapidly become interesting tools for various daily
activities. They can be successfully used in education by all participants (students, educators,
administrative staff), if helpful applications are carefully designed and implemented. We
propose a set of applications designed for PocketPCs, that allow educational actors to access
their institution’s information resources in a similar way they would do it from the desktop
computers within the local area network. These applications could be integrated with the
database system of a school or faculty, as well as with the available network services, thus
creating "The School in Your Pocket" information system. It is the goal of this paper to
briefly present the overall structure of the system and to stress on the applications dedicated
to students.

Keywords: handhelds, mobile applications, databases

1 Introduction

Initially conceived as simple electronic organizers for address books and diaries, PDAs (Personal Digital Assis-
tants, also known as palmtops or handheld PCs) eventually evolved into mini computers allowing users to carry
out more complex, but still common activities like word processing, spreadsheet editing, multimedia presenta-
tion authoring. Most of the latest devices also offer wireless connectivity (WiFi, Bluetooth, infrared beam), thus
facilitating data transfer across networks and other useful services, including web browsing, email, messaging.
Moreover, current models include digital cameras, multimedia players (MP3), combine the function of a mobile
phone and a PDA in one single unit, or even act as a GPS device to locate a destination. Consequently, handheld
devices are able to accomplish virtually the whole range of tasks that a desktop computer or a laptop could perform.
Additionally, they demonstrate a high degree of portability and mobility (about 10 times lighter than laptops or
TabletPCs, fit into the jacket’s pocket, can be hold into one hand and operated with the other, can run on the move),
and lower power consumption (the battery life lasts roughly two times longer than for laptops). Last but not least,
palmtops are cheaper than other mobile devices like TabletPCs or laptops (see [1] for a more detailed comparison
of the various mobile devices) and very easy to use, therefore being called "equity computers" by some authors
(Andrew Trotter quoted in [2]). These are the main reasons for us to believe that handheld computers have the
potential to become more and more exploited in various fields in the near future,including education.

Nevertheless, there are also disadvantages when using PDAs, especially related to the small size of the screen,
which limits the amount of information displayed or requires the intensive use of navigation bars. Data input is
also more difficult than in the case of desktop computers or laptops, as PDA keybords and mouses are very small,
if present. The navigation buttons are rather small and the stylus pens are narrow, thus requiring accurate operation
on the screen pad. Palmtops have relatively limited storage capabilities, are quite difficult to upgrade and much less
robust than TabletPCs, laptops and desktops ([1]). In order to overcome these limitations, software applications
running on handhelds must be even more carefully designed than those for the other types of PCs. For instance, the
Windows Mobile for PocketPC family includes scale down versions of the Microsoft Windows operating systems,
very similar to the desktop versions, though being different in terms of minimal requirements (memory, processor
speed) and visual elements (windows, menus, lists, buttons).
"The School in Your Pocket" is an information system that allows those involved in the educational process (stu-
dents, teachers, administrative staff) to use PocketPCs for digitally interacting with each other. It is shaped accord-
ing to the particular structure of the Romanian higher education system and it is intended to be implemented within
Romanian faculties. However, most of the functionalities of the system could be easily adapted to elementary or
high schools, colleges, or other educational institutions from within the country or from abroad. To the best of our
knowledge, no similar project has yet been developed or working in the Romanian higher education. Taking into
account the high number of desktop computers running MS Windows-like operating systems in Romania and the
above mentioned versions of Windows Mobile, we decided to focus on PocketPCs rather than on PDAs running
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PalmOS or other operating systems.

The next section of the paper will try to answer the question "Why do we need handhelds in higher education?".
We will then briefly describe the overall structure and the main functionalities of the system. As a next step, we
will focus on the set of applications dedicated to students, explaining their particularities and design issues. In the
end, the conclusions and the future work plans are presented.

2 Benefits of using handhelds in higher education

There are four main categories of persons acting in the higher education that could mostly benefit from the use of
handhelds: students, educators/trainers, researchers, and the administrative staff. Using palmtop devices provides
all of them with permanent access to information and services from within the faculty LAN. The easiest solution
for this to happen is the presence of a wireless network in the buildings of the institution, thus allowing all involved
PDA owners to get access to the resources in the local area network and to the Internet via WiFi connections. This
is especially important for students, who do not have theirown office and related facilities. From our personal
experience, no matter how many computers installed in the labs, they are rarely enough for all students. The avail-
ability of information is also maintained when educational actors are far from the faculty LAN, but additional costs
related to an Internet connection occur.

We will now shortly scrutinize the usefulness of using PDAs in the specific daily activities of each of the four
target groups. According to their specific tasks, the members of the administrative staff could take advantage of
PocketPCs especially by accomplishing tasks on the move. Examples include:

- inventory of books, furniture, computers, which are spread all over the campus or faculty buildings (con-
trollers);

- take notes in various administrative meetings (secretaries);

- send electronic orders to or collect data from suppliers (procurers);

- remotely administrate computers and other equipments (network administrators);

Teachers (educators, trainers) could use PDAs for:

- teaching activities (e.g. presentation of educational content, record results of experiments, physical training,
or outdoor activities, evaluate student work);

- administrative tasks related to teaching (e.g. take attendance to seminars, check lists with students who are
allowed to take part to exams, grade students, distribute information, communicate with students);

For researchers, travelling to meetings or conferences requires a high degree of mobility, which can be achieved
by means of PDAs. They are also helpful when conducting experiments outdoor (e.g. environmental, geological,
sociological studies) or in spaces where desktop computers do not fit.

The main benefits for the students of a faculty using PocketPCs are related to mobile learning: students can do
education specific activities (read or listen to courses, practice quizes, write notes, communicate with colleagues
or teachers) wherever they are (waiting for busses, travelling by train or car, doing laundry), therefore saving an
important amount of time.

Besides the benefits for individuals, the extended use of PDAs in an educational institution could bring impor-
tant advantages for the institution itself. For instance, collecting data directly in digital form on handhelds, reduces
the costs for paper, the time allocated to various activies, and the risk of errors.

3 Overall structure and functionalities of the system

The system is designed according to the client/server architecture, using a relational database server (Microsoft
SQL 2000 Server) for the structured storage of information and a set of applications running on the client machine
(the PocketPC of the user), developed using the Microsoft .NET Compact Framework.
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3.1 Access to information

Each of the four groups of participants to the educational process has its own specific collection of tools, granting
its members specific access rights to that parts of the database (projection) they are allowed to interact with. For
example, students will be able to read the seminar attendance lists, but only professors are allowed to modify them,
while the administrative staff will not have any tool to get access to this data.

Moreover, within each of the groups, a more restrictive projection on the database is done, according to the access
rights of each member (authentication through username and password). A professor will be able to write grades
only in the catalogues assigned to its courses, while a student would browse only his/her marks. In the end, we
have a different view on the database for each educational actor.

3.2 Data synchronization between PocketPC and the database server

As already mentioned before, mobility is one of the most important gains of using PDAs for all educational actors.
This means they are able to use up-to-date information virtually whenever and wherever they are located. In most
of the cases, the user downloads the required information from the database server to the handheld device, pro-
cesses a part of it offline on the PDA, and probably uploads it again in the end. The downloads/uploads should be
as fast as possible, in order to save time and reduce communication costs, when the user is outside the faculty LAN.

The information stored in the faculty database is usually very dynamic, i.e. it changes often, even many times
a day. Therefore, a reliable data synchronization between the PocketPC (client) and the database server is required.

There are three main options for synchronizing data between the Microsoft SQL server and the PocketPC. Us-
ing XML web services1 is the only non-SQL Server synchronization, and allows developers to design and control
all behavioural aspects. The use of the SOAP protocol and of the XML standard brings the advantage of inter-
operability with systems built on various software technologies. However, the method is slow, and therefore not
suitable for large data volumes. The effort for code implementation is rather high, as the method is only a mecha-
nism for transferring data between the client device and the database server, so there is no built-in support for data
synchronization (conflict resolution) [4].

The other two methods, namelly Remote Data Access (RDA)2 and Merge Replication3 imply the installation of
SQL server on the PocketPC and therefore require additional storage space on the mobile device, which some-
times could be a problem. RDA works according to the SQL Push/Pull method and is well suited to wireless
transports. Compression is used to reduce the amount of transmitted data, which makes it viable also for slow
connections (WWAN/dialup, WLAN). On the other hand, Merge Replication is based on the Publisher/Subscriber
model, offers performant conflict resolution and ability to secure data synchronization. The main disadvantage
with Merge Replication is probably the increased setup complexity. A more detailed comparison between the three
methods, as well as a generic decision flowchart for choosing the synchronization architecture are presented in [5].

Taking into account the above mentioned characteristics of the three data synchronization methods, as well as
the specific requirements of our system (low risk level for conflicts, intensive use of slow connection), we decided
to adopt the Remote Data Access technology. Consequently, the overall structure of "The School in Your Pocket"
system looks like in Figure 1 below.

4 Useful PocketPC applications for students

>From a managerial point of view, students are the "clients" of the educational institutions, as long as there is a
strong correlation between the number of students and the size of the budget (from both subsidies and fees). There-
fore, the level of satisfaction among the students is a significant indicator of the performance of each institution. In

1See http://msdn.microsoft.com/webservices/ for details
2Details at: http://msdn.microsoft.com/library/en-us/sqlce/htm/_lce_rda_intro_remote_data_access.asp
3See: http://msdn.microsoft.com/library/en-us/replsql/repltypes_6my6.asp
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Figure 1: The overall structure of the system

this context, a central role is played by the availability of information and information-related services, especially
those in digital form. The larger the variety of services offered by the educational institution, the higher the level
of satisfaction among the students. Thus, a set of PocketPC applications for students, as we propose within "The
School in Your Pocket" project has the potential to increase the level of satisfaction among the students, and, as a
result, to improve the performance of the institution.

Most of the Romanian top universities have made important efforts in the last years to improve the digital co-
mmunication between the student and the institution: computer networks have been built, websites have been
designed and regularly updated, instruction has been offered in order to increase computer literacy. Nonetheless,
we notice that the flow of information is mainly in one direction, from the institution toward the student. The latter
has rarely the possibility to update its personal data in the system, or to submit an online form with its optional
disciplines. In our opinion, a two-way student-faculty digital communication is a prerequisite for efficient distance
and mobile learning, which are modern trends in the information society. Accordingly, our set of PocketPC ap-
plications for students tries to enhance the digital student-faculty interaction, facilitating the bi-directional flow of
information.

In order to maximize the gains for students, the PocketPC applications have to be useful and carefully designed.
Otherwise, they will become annoying and therefore rejected by users. Let us know briefly describe the general
design requirements for PocketPC applications (independent from the application field), as well as the specific
requirements for educational PocketPC applications dedicated to students.

4.1 General design requirements for PocketPC applications

In the introductory section of the present paper we have already outlined the three main limitations of current
PDAs, in comparison to laptops and desktop computers: screen size, data input facilities, and memory/processing
resources. All of them should be carefully considered when PocketPC applications are developed. An exhaustive
list of general requirements for Windows Mobile-based PocketPC applications is given in [6]. Let us extract the
most important ones, as minimal requirements for successful PocketPC applications:

- User Interface (UI)
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o Navigation Bar (NavBar): should continuously display the name of the topmost application; should
not be hidden, as the Start Menu is the basic navigation mechanism of the PocketPC;

o Soft Input Panel (SIP): the control should appear continuously in most of the cases, always in the
bottom right corner of the screen; all text fields must be accessible with the SIP up; applications must
resize when 80-pixel tall SIP appears or disappears at the bottom of the screen;

o Common menus, buttons and functions: menus on the Menu Bar must appear in the leftmost position;
common menu items should appear in order (File, Edit, ViewĚ); common buttons should appear in
order (New, Open, SaveĚ); common functions must appear order (Font, Font Size, B, I);

o Help systems: integrated with System TOC (authored in HTML format); only one entry point for Help
(no button or item on the Menu Bar);

o User settings: applications must keep user settings (regional settings, themes);

- Functionality

o help must be functional;

o applications must not assume external storage;

o graceful shutdown and restoration of state when starting are required;

o no shortcuts in menus, tool-tips or help (no keyboard installed);

4.2 Specific requirements for applications dedicated to students

Students could use PocketPCs both for administrative and educational purposes, if useful applications are available.
In our view, useful administrative PocketPC applications for students must at least ensure that students:

- can browse all their personal information connected to the faculty (grade records and exam results, situa-
tion related to fees, borrowed books) - the application should always provide the full name of the student,
identification number within the institution, and the date of last update;

- can browse all public information within the faculty (timetables, news and announcements, structure of the
faculty and contact data) - the application should always display the provider of the information, contact
data, and the date of last update;

- don’t get access to other students’ personal data;

- can modify only the information they are responsible for, according to the access rights given by the system
administrator (personal address or contact data, public or group announcements) - the application must track
all the changes;

- can apply for optional courses, scholarships, participation to academic or social events, trainings, a place in
student house - the system should correctly record the date/time of the application and the identity of the
applicant;

Examples of useful educational PocketPC applications for students include:

- topic specific compilations (dictionaries, encyclopedias, lists of constants or chemical elements, historical
events or geographical data, etc.) - the application should provide search capabilities to easily locate the
required information;

- testing systems as tools for exam preparation - the application should insist on those types of exercises that
don’t require the extensive use of the keyboard (e.g. multiple choice, fill in the blanks, sequence building,
matching, and so on);

- assistive software for impaired students (e.g. sound and speech libraries);
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5 Conclusions and future work

The availability of useful PocketPC applications for students has the potential to improve their interaction with the
faculty, in both administrative and educational purposes. Nevertheless, a set of general and specific requirements
must be fulfilled (see the previous section) in order to develop applications that could gain students’ acceptance.
These applications might be integrated with similar software dedicated to the other groups of people involved in
the educational process (professors, researchers, administrative staff). Taking into account the benefits of using
handhelds in education (details in section 2), we propose "The School in Your Pocket" system as an unifying
architecture for all the above mentioned applications (the overall structure of the system is presented in section 3).
Future work will be dedicated to developing a framework for the creation of various types of exercises, that could
be successfully used for distance education and mobile learning.
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Algebraic Model for the Counter Register Behaviour

Anca Vasilescu, Oana Georgescu

Abstract: We present an algebraic model based on Milner’s SCCS for a specific struc-
ture of computer memory, namely the counter register. In this paper a concrete structure of
the counter register is to be considered in order to achieve both the counting-down and the
counting-up operations. Following the structural point of view, the target models are based
on the behaviour of the internal components of the counter register, as follows: the T flip-
flops, based on JK flip-flops, which are consequently based on the SR flip-flops. For each
of these hardware components we define two different specifications and, both formally and
automatically, prove that those specifications are equivalent. For the automatic verification of
the target equivalences we use here the CWB-NC platform.

Keywords: SCCS process algebra, bisimulation equivalence, digital circuits, counter register

1 Introduction

The next results follow the contributions of the authors already obtained in [2], [5] concerning the use of an
algebraic-based formal approach not only for studying the concurrent communicating processes, but for applying
it in a different framework, namely the computer architecture and organization. In order to obtain our models,
we shall use the Milner’s process algebra SCCS, a synchronous calculus derived from CCS (Calculus of Com-
municating Processes)[4] and we shall combine the process algebra and the automata theory by using the CWB
(Concurrency WorkBench) platform [7] for automatic verification of the target models.
In [5] it is mentioned that starting with the model of the flip-flops one may continue with the specification of
any memory component behaviour, especially registers. Following this direction, we consider as prerequisites our
results from [2], [5] concerning the SR flip-flops and the JK flip-flops, we define here appropriate models for T
flip-flops and, finally, we specify and verify the algebraic models for the counter register.
This paper is structured as follows. Section 2 presents the preliminaries about digital circuits and SCCS language,
so that in Section 3 we could develop the target algebraic model for the counter register. As a practical dimension,
we consider a concrete internal structure of a counter register so that, depending on the input values of the circuit,
the given register may operate either like a counting-down register or like a counting-up register.

2 Preliminaries

2.1 Flip-flops. Registers. Counter register

A flip-flop is a sequential circuit, a binary cell capable of storing one bit of information. It has two outputs, one for
the normal value and one for the complement value of the bit stored in it. A flip-flop maintains a binary state until
it is directed by a clock pulse to change that state. The difference among various types of flip-flops is the number
of inputs and the manner in which the inputs affect the binary state. The most common types of flip-flops are: SR
flip-flop, D flip-flop, JK flip-flop and T flip-flop.
A register is a group of flip-flops with each flip-flop capable of storing one bit of information. In this paper
we refer to a two-bit register that has a group of two flip-flops and consequently it is capable of storing any
binary information of two bits. In addition to the flip-flops, a register may have combinational gates that perform
certain data-processing tasks. The flip-flops hold the binary information and the gates control when and how new
information is transferred into the register.
A register that goes through a predetermined sequence of states upon the application of the clock pulses is called a
counter register. Counters are found in almost all equipment containing digital logic. They are used for counting
the number of occurrences of an event and they are useful for generating timing signals to control the sequence
of operations in digital computers. A two-bit binary counter follows a sequence of states according to the binary
count of two bits, from 0 to 22-1. The design of binary counters can be carried out from a direct inspection of
the sequence of states that the register must undergo to achieve a straight binary count or a reverse binary count.
Synchronous binary counters have a regular pattern, namely the clock inputs of all flip-flops receive the common
clock.
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2.2 Process algebra SCCS

The process algebra SCCS, namely Synchronous Calculus of Communicating Systems is derived from CCS [3], [4]
especially for achieving the synchronous interaction in the framework of modelling the concurrent communicating
processes. Both in CCS and in SCCS, processes are built from a set of atomic actions A. Denoting the set of
labels for these actions by Λ, a CCS action is either (1) a name or an input on a ∈ Λ denoted by a, (2) a coname
or an output on a ∈ Λ denoted by a or (3) an internal on a ∈ Λ denoted by τ . In SCCS the names together with
the conames are called the particulate actions, while an action α ∈ Λ∗ can be expressed uniquely (up to order) as
a finite product az1

1 az2
2 ... (with zi �= 0) of powers of names. Note the usual convention that a−n = an and that the

action 1 in SCCS is the action τ from CCS and it is identified in SCCS with the empty product. A process P is
defined with the syntax:
P ::= nil termination

| α:P prefixing
| P+P external choice
| P × P product, synchronous composition
| P\L restriction, L⊆ A∪A
| P[ f ] relabelling with the morphism f : A∪A→ A∪A

The agent P\L is forced to not execute the actions from the set L, except as the internal actions. The operational
semantics for SCCS is given via inference rules that define the transition available to SCSS processes. Combining
the product and the restriction, SCCS calculus defines the synchronous interaction as a multi-way synchronization
among processes.

3 Algebraic models

For each of the target circuits, we define two specifications as follows: a high-level specification Spec which is
based on the definition of the circuit and a lower-level specification Impl which is based on the behaviour of that
given circuit. As a demonstration technique, we start with the specifications Spec and Impl and then we apply a
set of SCCS-based algebraic laws in order to formally prove that Impl is correct with respect to the Spec. This
correctness proof is based on the bisimulation congruence, the appropriate equivalence in the theory of concurrent
communicating processes. Implicitly, this result of bisimilarity shows that the behaviour follows the definition of
the given system and, on the other hand, it is a guarantee of using that model in other complex circuits.

3.1 T flip-flop algebraic model

In order to obtain the model of the T flip-flop, we consider as prerequisites the appropriate processes already
defined in [5] for modelling the JK flip-flop behaviour. We can summarize that results with the agents

SpecJK(m,n,c) = ∑
J,K∈{0,1}

(CLKcαJβKγmδ n : StepJK(m,n,J,K,c)) (1)

where J and K are the input values, (m,n) ∈ {(0,1),(1,0)} are the binary combinations on the outputs and c is the
clock signal of the circuit. Note the convention that we use the SCCS names for the inputs of the circuits and the
SCCS conames for the outputs. The current value of a variable like αJ shows that the circuit line α is carrying the
logic value J.
By definition, a T (Toggle) flip-flop is obtained from a JK type with respect to the logic diagram represented in
Figure 1. Consequently, when T = 0 a clock transition does not change the state of the flip-flop and when T = 1 a
clock transition complements the state of the flip-flop.

Figure 1: T flip-flop

For the current value T on the input we specify the entrance-level by the SCCS agents

InT(T ) = ξT αJβK : InT(T ) and SpecInT = ∑
T∈{0,1}

InT(T ) (2)
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where the evaluations are J = T and K = T .
For the low-level specification of the system we model the entrance-level by the agents

NODE = inU p Down : NODE and ImpInT = ∑
T∈{0,1}

NODE[ΦT ] (3)

where the morphism ΦT is defined by the rellabeling pairs in �→ ξT , U p �→ αJ and Down �→ βK with J = T and K
= T .
Considering the JK flip-flop specifications from (1) and with respect to the meaning of the variables we propose
the specifications Spec and Impl for the T flip-flop with the agents

SpecT(m,n,c) = (SpecInT×SpecJK(m,n,c))\{α,β} (4)

ImpT(m,n,c) = (ImpInT× ImpJK(m,n,c))\{α,β} (5)

Proposition 1. The previous agents SpecT(m,n,c) and ImpT(m,n,c) for (m,n) ∈ {(0,1),(1,0)} and c ∈ {0,1} are
bisimulation equivalent.

Proof. The bisimulation relation ’∼’ is a congruence over the class P of processes [4]. Besides, it is already
established in [5] that SpecJK(m,n,c) ∼ ImpJK(m,n,c). Comparing the definitions (4) and (5) it follows that
we only need to prove that SpecInT ∼ ImpInT. We shall prove that these target agents are solutions of the same
equation. This together with the result of unique solution up to bisimilarity from [4] provide our target bisimulation
equivalence.
For J = T and K = T we have

NODE[ΦT ] = ξtαJβK : NODE[ΦT ] (6)

Let consider the equation X = ξT αJβK : X , where X is a guarded variable in the right-hand expression. The
relations (2) and (6) show that the agents InT(T ) and NODE [ΦT ] are solutions of the previous equation. It
follows that we have InT(T )∼NODE[ΦT ]. Because the bisimulation relation is a congruence, comparing the
definitions (2) and (3) we have successively SpecInT ∼ ImpInT and SpecT(m,n,c) ∼ ImpT(m,n,c), as required.

If we present in details the models of the internal intercommunicating components, we obtain the next equation for
the T flip-flop behaviour

SpecT(m,n,c) = ∑
T∈{0,1}

(CLKcξT γmδ n : SpecStepT(m,n,T,c)) (7)

where the agent SpecStepT specifies the behaviour of the T flip-flop after the first synchronized values interchange.

3.2 Algebraic model for the counter register

For the scope of this paper, we consider a concrete counter register based on a specific combination of inter-
connected digital components represented in Figure 2. A close version of this circuit is also treated in [2] as

Figure 2: Two-bit synchronous binary counter

the diagrammatic solution of a concrete Boolean problem modelling the classical concurrent producer-consumer
buffer. In this paper we are concerned about the algebraic model of the counter register as presented in Figure 2.
This circuit consists of an input combinational level and a sequential level, the latter based on two synchronized
T flip-flops. Hence, the above circuit operates as follows. If the count enable E is 0, both the TA and TB inputs
are maintained at 0 and the output of the counter does not change. When the counter is enabled and the clock goes
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through a positive transition, the operation of the counter depends on the value of the input x, as follows: while
x = 0 the register operates like a counting-down counter and while x = 1 the register operates like a counting-up
counter.
In this model, the bit B is the low-order bit and the bit A is the high-order bit. Hence, the predeterminated sequence
of states for the content AB of the register is 00→ 11→ 10→ 01→ 00, and so on, for the counting-down operation
and it is 00→ 01→ 10→ 11→ 00, and so on, for the counting-up operation.
For the Boolean evaluation p = E AND (x NXOR B) and for B ∈ {0,1}, let define the high-level specifications for
the combinational entrance level by the agents

SpecLevel1(B) = ∑
E,x∈{0,1}

(αEβxandout pDownE : SpecLevel1(B)) (8)

In order to obtain the lower-level specifications, we first have to model the internal structure of logic gates, namely
(a) the distribution signal points using the agents NODE2 = ∑k∈{0,1}(inkupkdownk : NODE2) and
NodeE = NODE2[Φ] where the morphism Φ is defined by the rellabeling pairs ink �→ αE , upk �→ U pE and
downk �→ DownE with E = k;
(b) the NXOR gate using the agents NXOR(B) = ∑i∈{0,1}(nxorininxoroutr : NXOR(B)) where the Boolean eval-
uation is r = i NXOR B and the agents NXORx(B) = NXOR(B)[Ψx] where the morphism Ψx is defined by the
rellabeling pair nxorini �→ βx, with x = i;
(c) the AND gate using the agents AND = ∑i, j∈{0,1}(andin1iandin2 jandout p : AND) where the Boolean evalua-
tion is p = i AND j and the agents ANDE = AND[Θ] where the morphism Θ is defined by the relabelling pairs
andin1i �→U pE , andin2 j �→ nxoroutr with E = i and r = j.
Finally, let ComLevel1 = {U p,nxorout} be the set of communicating actions for the appropriate processes involved
in the next definition of the low-level specification of the entrance circuit:

ImpLevel1(B) = (NodeE×NXORx(B)×ANDE)\ComLevel1 (9)

Proposition 2. The previous agents SpecLevel1(B) and ImpLevel1(B) for B ∈ {0,1} are bisimulation equivalent.

Proof. We evaluate the relabelled agents as follows
NodeE = ∑E∈{0,1}(αEU pEDownE : NodeE)
NXORx(B) = ∑x∈{0,1}(βxnxoroutr : NXORx(B)) , with r = x NXOR B

ANDE = ∑E,r∈{0,1}(U pEnxoroutrandout p : ANDE) , with p = E AND r.
Hence, considering the definition (9) the low-level specification can be largely explained by

ImpLevel1(B) = (∑E∈{0,1}(αEU pEDownE : NodeE)×∑x∈{0,1}(βxnxoroutr : NXORx(B))×
× ∑E,r∈{0,1}(U pEnxoroutrandout p : ANDE))\ComLevel1 =
= ∑E,x∈{0,1}(αEDownEβxandout p : ImpLevel1(B))

with p = E AND r and r = x NXOR B. We finally have p = E AND (x NXOR B) and because an SCCS multi-
particulate action is unique, up to order of the internal particulate actions, the agents are

ImpLevel1(B) = ∑
E,x∈{0,1}

(αEβxandout pDownE : ImpLevel1(B)) (10)

If we compare now the expressions (8) and (10) of the two specifications SpecLevel1 and ImpLevel1, for each
Boolean value B ∈ {0,1}, it follows that both agents are solutions of the same equation. According to the result
of the unique solution up to bisimilarity [4] for the appropriate equation, we conclude that SpecLevel1(B) ∼
ImpLevel1(B), for each B ∈ {0,1}.
In order to obtain the specifications of the counter register, the sequential level of the circuit has to be added to
the above model. According to the previous Figure 2, this second level consists of the clock input and the two T
flip-flops. In the next part of this section, we present in details the high-level specification for one step operation
of the counter register.
For specifying the entrance combinational level of the counter register we define the agents
SpecCLC(B) = SpecLevel1(B)[Φ] with B∈ {0,1} and the morphism Φ defined by the relabelling pairs andoutp �→
TAp and DownE �→ TBE .
For modelling the clock signal we define the agents NODE2(k) = inkupkdownk : NODE2(k) and SpecCLK(c) =
NODE2(c)[Ψc] with c ∈ {0,1} and the morphism Ψc defined by the relabelling pairs ink �→CLKc, upk �→CLKAc

and downk �→CLKBc with c = k.
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We also propose the agents SpecT(A,c) and SpecT(B,c) for modelling the behaviour of the two T flip-flops

by SpecT(A,c) = SpecT(m,n,c)[Θ(1)
A ] where the morphism Θ(1)

A is defined by the relabelling pairs ξT �→ TAp,

CLKc �→CLKAc, γm �→ nil and δn �→ δ (1)
A with p = T and SpecT(B,c) = SpecT(m,n,c)[Θ(0)

B ] where the morphism

Θ(0)
B is defined by the relabelling pairs ξT �→ TBE , CLKc �→CLKBc, γm �→ nil and δn �→ δ (0)

A with E = T .
Note that the values of the variables TA and TB represent the entrance content of the register and the calculated
values of the variables δ (1) and respectively δ (0) represent the next content of the register, namely after one step of
operation.
Let ComCR(c) = {TA,TB,CLKAc,CLKBc} be the set of communicating actions involved in the high-level speci-
fication of the counter register defined by the agent

SpecCR(A,B,c) = (SpecCLC(B)×SpecCLK(c)×SpecT(A,c)×SpecT(B,c))\ComCR(c) (11)

In the same manner, if we consider the appropriate low-level specifications for all of the components involved in
the counter register structure, we may propose the agent ImpCR defined by

ImpCR(A,B,c) = (ImpCLC(B)× ImpCLK(c)× ImpT(A,c)× ImpT(B,c))\ComCR(c) (12)

as the low-level specification of the counter register behaviour.

Proposition 3. For the current binary content AB of the register and the clock signal c ∈ {0,1}, the previous
agents SpecCR(A,B,c) and ImpCR(A,B,c) are bisimulation equivalent.

Proof. Because the bisimulation relation is a congruence, the target result is immediate, based on the appropriate
bisimilarities already proved in previous Proposition 1. and Proposition 2.
According to (8) the expressions of the internal counter register components are
SpecCLC(B) = ∑E,x∈{0,1}(αEβxTApTBE : SpecCLC(B)) with p = E AND (x NXOR B) and
SpecCLK(c) = CLKcCLKAcCLKBc : SpecCLK(c).
Besides, following the previous expressions (7) we have

SpecT(A,c) = ∑p∈{0,1}(CLKAcTApδ
(1)
A : SpecStepT(A,T,c)) and

SpecT(B,c) = ∑E∈{0,1}(CLKBcTBEδ (0)
B : SpecStepT(B,T,c))

Hence, following the definition relation (11), the expression of the counter register specification is

SpecCR(A,B,c) = ∑
E,x∈{0,1}

(CLKcαEβxδ
(1)
A δ (0)

B : SpecStepCR(E,x,A,B,c)) (13)

This theoretical result corresponds to the automatic verification of the same counter register modelled with CWB-
NC platform. Let consider the behaviour of the counter register enabled to operate one step from the current
content AB=00 to the next possible combinations according to the input values of the circuit. In the left-hand part
of Figure 3 we represent the CWB-NC automaton built for the agent SpecCRAB00s1. In the right-hand part of
the same figure we have the CWB-NC answer TRUE for the automatic verification of the bisimulation equivalence
between the agents SpecCRABs1 and ImpCRAB00s1.

Figure 3: CWB-NC verification for the counter register

4 Conclusions

From the theoretical point of view, this paper uses the algebraic theory of processes as a formal method applied
to model the behaviour of hardware components. This approach is also achieved in [1] for modelling the general
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circuits behaviour in CCS or in [6] for modelling the flip-flops behaviour in VHDL. Beyond these natural models,
in this paper we had to adjust a pure algebraic language like SCCS to model a specific type of hardware component,
namely the counter register.
From the practical point of view, a counter register is used for counting the number of occurrences of a certain
event. Based on an algebraic approach, this paper results refer to a counter register for one step operation, meaning
the possibility of counting one occurrence of the event. It follows that our work will progress in the direction of
modelling the intercommunicating one step counter registers.
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Motion and Color Cues for Hands Detection in Video Based Gesture
Recognition

Radu Daniel Vatavu, Stefan-Gheorghe Pentiuc

Abstract: The paper addresses the problem of hands detection in video sequences as the
first step for gesture recognition based applications. Gesture recognition emerges as a natu-
ral human computer interface technology and reliable hands detection algorithms are needed
as preliminary processing steps. Discussions are conducted on several techniques including
motion and color as cues for detecting hands in real time video. Background subtraction algo-
rithms and skin color detectors are investigated. An approach of complexity O(n*log(n)) that
interpolates standalone results using each cue is equally proposed, where n is the dimension
of a given video frame.

1 Introduction

Gestures are perceived as a natural mean of interacting and conveying information [1] hence a gesture based inter-
face would prove ideal for the human computer interaction [2, 3]. Even more, video based gesture recognition is
non intrusive, does not require the user to wear additional equipments or devices and gives a comfortable feeling
of naturalness.

Hands detection in video sequences can be looked at as the first step in a video based gesture recognition ap-
plication. In order for the gesture recognition component to be successful, prior stable and reliable hands detection
algorithms are needed. The paper gives an overview of the existing color segmentation and motion detection tech-
niques with application to detection of hands in video sequences. Particular approaches are discussed such as skin
color modeling or background subtraction. A solution that considers both motion and skin color as cues for hands
detection is proposed and the performances of the algorithm are discussed. The complexity of the approach is
O(n*log(n)) where n is the dimension of the processed video frame, allowing for real time hands detection at a
resolution of 320x240 and 25fps.

2 Color based segmentation

Skin color detection has proven to be an important intermediate step for face and hands tracking algorithms [4..11].
It has been observed on large image datasets [12..16] that skin color clusters under different limits in several color
spaces. Based on this comfortable property, a few approaches have been proposed: histograms of skin probabil-
ity at different resolutions [12]; single or mixtures of Gaussians modelling [12, 14, 15]; elliptical [17] or various
curved and linear polygonal segments for skin cluster delimitation. Different properties of the existing color spaces
have been investigated [13, 15, 16] and new color spaces were specially designed [16].

A common conclusion is that skin color indeed clusters under known limits in several color spaces. A simple
and low cost procedure is to filter the current video frame using simple static thresholds in a given color space (for
example we can have the interval [hlow, hhigh] for the hue component in the HSV color space)

p is skin ⇐⇒ hue(p) ∈ [hlow, hhigh]∧ saturation(p) ∈ [slow, shigh] (1)

where p is the current pixel submitted to classification and [hlow, hhigh] and [slow, shigh] are the low and high
thresholds for the hue and saturation components.
The results of such an approach are presented in Figure 1. The technique is very fast and outputs all the true
positives, however, the choice of fixed thresholds leads to disturbing segmentation results that may affect higher
logic levels: over segmentation (false detections are very likely to appear if the thresholding interval is set too
large) or under segmentation (false rejections in the case of a too tight interval). These effects are caused by the
skin cluster position that may change in time due to various conditions: illumination changes, video noise, user
skin color, etc.
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Figure 1: Skin color detection result (Raw video frame, HSV conversion of the raw video frame, Skin color filtering
result)

3 Motion detection and background subtraction techniques

The goal of background subtraction techniques [18, 19, 20, 21] is to detect all foreground objects by eliminating
the background, considering a given video frame sequence captured from a static camera. The native idea that lies
behind this approach considers a simple filtering of the current video frame by comparing it with a background
distribution model, as follows:

|VFi - Bi| ≥ Threshold (2)

where VFi and Bi are the video frame and the background model at time i.

The problem consists in estimating of a background model to be used as a reference for all further comparisons.
The background model must be updated with every new processed video frame in order to assure reliable results
and to compensate for:
- changes in illumination (whether they are gradual such as the sunlight over the day or sudden such as when
switching the indoor lights on/off)
- changes in motion (for example small changes introduced by camera movements that may oscillate and thus
generating false motions or uninteresting motions that may be generated by real objects in the field view, others
than the one the system is tracking Ű for example, video surveillance cameras may be fooled in triggering motion
event detections on trees branch movements)
- actual background changes (the actual background may change in time, for example consider a camera monitor-
ing the user hands working at a desktop from a top view. Objects may come in and out of the scene such as paper
sheets, books, etc for different periods of time)

Basic motion detection techniques consider simple differencing between consecutive frames, as follows:

|VFi - VFi−1| ≥ Threshold (3)

In this simple case, the background model is represented by the previous video frame and thus brings a few disad-
vantages such as high dependency on the thresholdŠs value, poor detection of high speed objects, and dependency
on the video frame rate.

A more reliable approach considers for the background model the average of the previous N video frames:

Bi =
1
N

i−1

∑
j=i−N

VFj (4)

or, for the purpose of saving memory resources as the running average:

Bi = α ·VFi−1 +(1−α) ·Bi−1 (5)

where α is the learning rate (for example between 0.02 and 0.1).

The classification results (foreground / background) may also be used for future background models. If a pixel
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is classified as foreground by the current comparison, this information is used for the next background computa-
tion:

Bi(x,y) =

{
α ·VFi−1(x,y)+(1−α) ·Bi−1(x,y) if VFi−1(x,y) is background

Bi−1(x,y) otherwise
(6)

Simple Gaussians or mixture of Gaussians distributions [21] have also been used for constructing the background
models. For example, the running average technique may be updated to: Bi = ( μi, σi) where μi = α · VFi−1 + (1 -
α) · μi−1 and σ2

i = α · (VFi−1−μi−1)
2 +(1−α) ·σ2

i−1. The threshold value may be chosen as a multiple of σ .

The results of the running average technique are presented in Figure 2, below.

Figure 2: Background subtraction result (blue color indicates the background model)

4 Combining color and motion for hands detection

Considering the previous approaches that take into account skin color or motion detection, one can easily observe
that the standalone results are not perfect. That is, false results are triggered by the skin color detector due to
objects in the real world that present the same color as skin (for example, parts of the userŠs keyboard may be
falsely detected as skin). Also, motions may be generated by other sources than the objects of interest (the userŠs
hands), for example: chair motion, keyboard or mouse movements, etc. However, linear interpolation the results
outputted by the two approaches can improve the final result:

HDi = λ ·SKINi +(1−λ ) ·MOTIONi (7)

where λ is a constant that privileges color over motion (a value of 0.8 has been chosen). The final image is
submitted to a blob identification module and the biggest blobs are identified as the userŠs hands. The results are
presented in Figure 3 below.

Figure 3: Combining color and motion cues for hand detection (Skin color detection result, Background subtrac-
tion, Hands detection)

The proposed algorithm is given below:
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*) Let VFi be the current video frame; α =0.05 the background model learning rate; λ =0.8 the interpolation
constant for combining the color and motion cues

*) Compute the color segmentation result SKINi = VFi|hue,sat ∈ [hlow,hhigh]× [slow,shigh]

*) Compute the motion detection result and update the background model
MOTIONi = |VFi−Bi| ≥ Threshold
Bi = α ·VFi−1 +(1−α) ·Bi−1

*) Compute the final result and apply blob identification
HDi = λ ·SKINi +(1−λ ) ·MOTIONi *) Segment as hands the two biggest blobs identified

The final algorithm complexity is as follows:
1. Skin color detection (RGB to HSV conversion + HS filtering) = O(n)
2. Background subtraction (running average) = O(n)
3. Results interpolation O(n)
4. Blob connected components identification O(n · log(n))
Total complexity is O(n · log(n)) where n is the dimension of the processed video frame.

Considering the processing resolution of 320x240, the approach allows for real time hands detection at 25fps
(n = 320 x 240 x 3 = 230400, n*log(n) = 230400 * 17.81 which is approx. 4000000 operations needed for process-
ing a single video frame; 25 x 4000000 = 100000000 total operations needed for processing 25 fps, easily achieved
by today’s microprocessors).

5 Summary and Conclusions

An approach for detecting hands in real time video is presented by considering an interpolation of color and motion
cues. Skin color models are discussed as well as background subtraction algorithms. The final technique consists
in interpolating the standalone results from the two approaches by privileging color in a ratio of 8:2. The total
complexity of the approach is O(n · log(n)) where n is the dimension of a given video frame. The hands detection
will serve as the preliminary process for a gesture recognition based human computer interaction system.
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Data Integrity and Integrity Constraints in Databases

Mădălina Văleanu, Grigor Moldovan

Abstract: An important component of any data model, particularly a relational one, is the
one with which one can specify the conditions to be fulfilled by data in a database. These
conditions are called integrity constraints (restrictions). This paper presents the notion of sta-
tistical integrity and some integrity indicators with the purpose of generalizing data integrity
as a concept. For the processing outcomes to be relevant in a certain application, it is required
to use correct data. Data quality of being correct needs definition. A section of this paper
is dedicated to a synthesis of the already famous definitions from the reference literature in
relation with data integrity.

Keywords: data integrity, integrity constraints, statistical integrity

1 Introduction

The importance of integrity as a security objective has been increasingly recognized in recent years. System
integrity is a more general term that is additionally concerned with integrity of the processing elements such as
hardware, system and application software.
To have relevance in the data processing of a certain application, the data supplied should be correct/true. Data
quality of being correct requires more specifications. Generally, data are facts collected from the real world based
on observations and measurements. In some cases, hence, data are the results of measurements that implicitly
contain some measurement errors ranging in an acceptable interval. In this case, data are presented by approximate
numerical values. For instance, an individual’s blood pressure is measured by means of a device and is expressed
in whole numbers at a certain time moment that can yield other values at the times.
However, the notion of data integrity itself is not precisely and rigorously enough defined. There is no consensus
in so far the significance of the integrity concept is concerned. References are rich in the numerous attempts to
define data integrity [2], [3].

2 Data Integrity definitions

For the last years, data integrity has been considered and appreciated as very valuable. Unfortunately, no consensus
exists related to the meaning to be given to this term. Five data integrity definitions will be shown below, their
selection being made according to the author’s appreciation according to significance and ranking.
In the literature, distinction is made between data integrity and system integrity. Data integrity deals with data
themselves, i.e. bites and bits stored in the system. System integrity is a more general term that additionally refers
to the integrity of the processing elements, such as hardware, system and application program. We shall restrict
our comments to the definitions of the data integrity. In most cases, we assume that hardware and software do not
exhibit disorders.
For data integrity definitions we refer to the following aspects:

a. The most general definition is the one that mentions the data quality, given by Courtney and Ware [4]. This
is based upon the idea that we expect data quality: data exhibit integrity to the extent to which their quality
satisfies or exceeds the quality requirements expected by the user. This definition is the only that contains
viability conditions. For example, the temporal quality can deteriorate when data is updated regularly.

b. Other definitions rely on the capacity to modify data, thus being that of Sandhu and Jajodia [5] that defines
integrity as a measure of protection to incorrect data modifications.

c. Another definition narrows the protection to modification even more, as unauthorized data modifications are
considered. This last definition was extracted from the data security criteria and they are called definitions
on data modifications.



Data Integrity and Integrity Constraints in Databases 471

d. The fourth definition discusses Biba’s concept that integrity is a one-direction information flow in a network
[6]. Biba’s definition is still more restrictive than the first three as it gives a very specific meaning to the
unauthorized data modification. This is called the information flow definition.

e. The fifth and the narrowest definition originate in the network field and require data not to be modified or
at least any modification brought to be detected. This definition can be noticed due to its comprehensive
character and its position at the end of this list.

3 Possible ranking of the five definitions mentioned

By comparing the five data integrity definitions, we can arrange them in an increasing order so:

• Courtney-Ware’s data quality definition [4] includes viability (something good will occur) and safety (i.e.
there will not happen something bad), as requirements;

• Sandhu and Jajodia’s definition [5] on the improper modification of data limiting to safety requirements,

• The definition including the unauthorized modification of data is popular in more recent criteria but it is
limited to access control,

• Biba’s definition [6] deals with access control to ensure a one-way low of information in a network (that is
not different from the network based definitions of confidentiality) [7][8];

• Definition of network security requires data not to be modified (or at least that modifications are detectable)
and this is the most restrictive of them.

Function of the database type, we may need a „perfect integrity” or we may admit a certain tolerance for the criteria
at the basis of integrity. Thus, for financial and banking, for ticket reservation databases, the integrity to be ensured
should be very restrictive to reach the perfect model as nearly as possible. In other types of databases the distance
to the perfect model can be larger. Thus, data tolerance can be defined as:
c*data, where c ∈ [−a,a] ,a≥ 1.
For c we can perform the transformation: c = f *[0,1].
It would be interesting to see whether a similar ranking of definitions for data confidentiality could be made.

4 A generalization of the concept of data integrity

The concept of data has evolved a lot. At the beginning, data meant a numerical magnitude and then it started
enlarging in concept. The evolution continued when by data one meant a group of data constituted in various types
of structures, as for example: table, file or even database. Now, we generically call data any of the structures
mentioned here.
Data integrity refers to elementary data or to data forming a certain structure. The integrity of a data of a given
structure is determined by the integrity of all elementary data forming the respective structure.
Data integrity is a feature measuring data semantic aspects, such as:

• correct data

• precise data

• pure date

• exact data

In this context, a certain data quality achieved by constraints is highlighted.
How liberal could a computer system controlling the data integrity be? One should always interpose some con-
straints; question is how many? It is obvious that a database application is operationally efficient if an optimum
balance between data liberal features and integrity constraint check complexity level can be established.
We can find out that using the definitions above data integrity can be assessed with integrity indicators. We could
have general integrity indicators as well as specific ones. These indicators can be analytical or static in nature. [1]
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Examples. Be the set of numerical data with approximate values {x1,x2,. . . ,xn}. Note the exact values with
{y1,y2,. . . ,yn}. For the measurement of data integrity we can consider:

A =
n
∑

i=1
|xi− yi|,B = max

i
|xi− yi| , C =

√
n
∑

i=1
(xi− yi)2

5 Statistical integrity

The concept of statistical integrity has been long used in a different approach than the present one. Recently, this
data property was the topic of the research relative to data containing confidential information, as for example,
on the health state of a person, on the financial state of a company or data relating to a business. A special case
is represented by microdata that are statistical series of recordings, tuples respectively; in each recording there is
information on an individual unit (entity), such as a person, a firm, an institution etc. Microdata can be represented
as a relational database, whose tuple is an individual unit. To ensure confidentiality for some data part, if not all,
of the values of the relationship scheme are values transformed by means of a given function. In this way, parts
of the values of the attributes of a relational database are called marked. For medical databases that in general
are statistical in nature, the guarantee of anonymity has a very large importance in some cases. Most often, this
guarantee is regulated by the legislation in the field.
Statistical data are reached, in general, from more or less accurate measurements, i.e. a certain error tolerance will
always be present.
If x1, x2,...,xn is a series of statistical data [9] then it represents only approximate values of some concrete magni-
tudes. Generally, these data measuring a certain characteristic (for example, medical), is replaced by the average

of these values x = 1
n

n
∑

i=1
xi. Probabilistically, we speak of a random variable x with distribution

(
x1x2...xn

p1 p2...pn

)
,

n
∑

i=1
pi = 1. Then, the average value of these random variables is x =

n
∑

i=1
xi pi.

We immediately find that the deviations average is null, hence this average does not describe in different manners
two variables with the same average. In fact,

x− x :

(
x1− x x2− x ... xn− x

p1 p2 ... pn

)
, and

1
n

n
∑

i=1
(xi−x) =

n
∑

i=1
(xi−x)pi =

n
∑

i=1
xi pi− x

n
∑

i=1
pi = x− x = 0

This demonstration represents the logical reasoning of the doubts on statistical average values (as the statement
that, in average, something is good, hides blatant inequalities).[1]
The deviations average from the average is not conclusive so that it is necessary to adapt a differentiation indicator
and to define the average of the deviations average square as:

σ2
x = 1

n

n
∑

i=1
(xi−x)2

With a simple calculation we find

σ2
x = x2− x2, where x2 =

n
∑

i=1
xi

2 pi.

We note then σ x =
√

1
n

n
∑

i=1
(xi−x)2≡ D (x) that represents the square average deviation or the standard deviation

or standard dispersion. σxwith a lowvalue means that we can „trust” the average calculated. Dispersion represents
the second order moment. A more refined indicator would be some order indicator r, r≥2, that is:

Dr(x) =
n
∑

i=1
(xi−x)r pi. (for discrete random variables),

respectively

Dr(x) =
∫

∑(xi−x)rρ(x)d(x) (continuously).

Often, statistical data originate in the measurements of some characteristics, i.e. in the findings of some variables
magnitudes. The manner in which decision is made in so far the highlighting of the random change in a variable,
due to an error or a systematic modification occurred is extremely important. There are criteria that can be used to
establish whether some measurement deviations can be taken as errors or systematic modifications.
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If ei is the measurement error for a variable, then the variable average magnitude should be zero or near zero.
Another criterion could be that of dispersion. The dispersion indicator should not differ too much from one set of
measurements to another. Finally, the laws of random variations should also be considered. For example, in statis-
tics, one applies the normal distribution law (Gauss-Laplace) that defines a bell-shaped curve for a random variable:

f (x) = 1
σx
√

2π e
− (x−x)

2σ2
x

To admit an error, it must be defined by the following:

• to be by chance, each error magnitude being characterized by a probability coefficient;

• to have an average null value;

• to have a constant variation (dispersion) for any set of values of the random variable;

• to have a normal error distribution.

6 Summary and Conclusions

A database is taken as a “good database” only when the data stored in it are correct. It is for this reason that any
DBMS should prevent the insertion of incorrect data in the database. Consistency constraints also often called
integrity constraints or integrity rules in the references.
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Computational Inteligence-based Model for Component Composition
Analysis

Andreea Vescan, Laura Dioşan

Abstract: Component-based systems are built by assembling components developed inde-
pendently of the systems. A challenge in component-based software development is how
to assemble components effectively and efficiently. In this paper we use genetic algorithms
for component composition analysis. Starting from an automaton-based model and using
integration properties we develop a genetic algorithm to analyze the component composi-
tion process. System features and genetic representation are given. Some experiments are
performed.

Keywords: Component-based System, Software Component, Genetic Algorithm.

1 Introduction

Specification of software components is one of the most important research challenges in component-based soft-
ware engineering. It represents the first step toward true component reuse as the component specification gives all
necessary information to the component user on how/why the component can be (re)used.
Grady Booch believes, that “a reusable software component is a logically cohesive, loosely coupled module that
denotes a single abstraction” [1]. Szyperski describes a software component as “a unit of composition with con-
tractually specified interfaces and explicit context dependencies only” that “can be deployed independently and
is subject to composition by third parties.” He also argues that components have no state and are binary deploy-
able [9]. According to MetaGroup (OpenDoc), “Software components are defined as prefabricated, pre-tested,
self-contained, reusable software modules - bundles of data and procedures - that perform specific functions.”
Intuitively, a component is designed to be composed [4], that is, it is a basic unit for composition. Still, a compo-
nent is not everything; its structure and behaviour should follow specific rules. Thus, “a software component is a
software element that conforms to a component model and can be independently deployed and composed without
modification according to a composition standard.”[3]
The component in its simplest form contains code that can be executed on some platform and an interface that
provides the access to the component. A component is considered to be a black box, i.e., its internals inaccessible
to the component user. Hence, interfaces are the only access points to the component and the specification of
the component comes down to the specification of the component interfaces. Specification of the component
interfaces [5] in the current component-based systems is done only on the syntactical level. On this level, the
component specification consists of specification of provided and required interfaces. Provided interfaces are
the one that contain operations that a component provides to other components or to the component user, while
required interfaces are the one that contain operations used by the component. Each interface consists of a number
of operations which might have input, output or input/output parameters.
In this paper we use the component model from [7] and [2]. The paper proposes a model of a component-based
software system, which uses Genetic Algorithms (GAs), enabling component composition analysis. The mapping
steps from an automaton-based model to a genetic algorithm-based model are given in the following sections.

2 Proposed model

The model proposed in this paper is obtained from an already developed automaton-based model. We use the some
features and properties from the given model but encoded into a genetic algorithm representation.

2.1 A finite automata-based model

In [7] a model of a component-based software system is proposed, which uses a finite automaton-based method,
enabling compositional reach ability analysis. The following checks were performed:

• the system is consistent: starting from a given input, all components can be added to the model and the
execution eventually terminates;
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• there are no potential deadlocks in the model.
The model is used forward in [2] to construct all the component-based software systems as finite automaton-
based models. The resulting models are syntactically correct. By syntactically correct model we mean no semantic
involvement in the models, but just the way to connect the components together, the mechanical process of “wiring”
components together (component integration). The algorithm checks model’s consistency during its construction
from a given set of components. The result systems are checked against some properties: if the execution of the
component system is terminated; if the system behaves properly (if there are some lost data) and a component is
not allowed to receive the value for an inport from more than one component - one provider/inport.
Consider the component system CS = {C1,C2, ...,Cn}, in which every component Ck is specified as:

Ck = (compIDk, inportsk,out portsk, f unctsk), where

• compIDk is the component identifier, unique;

• inportsk the set of input ports and out portsk - the set of output ports;

• f unctsk the set of tasks the Ck component performs.
Example. Consider the following general set of components:

C1 = (C1,∅,{d1,d2},{read});
C2 = (C2,{d1,d3},{d5,d6},{task1, task2, task3});
C3 = (C3,{d2},{d3,d7},{task4});
C4 = (C4,{d5,d7},{d8},{task5});
C5 = (C5,{d6,d8},∅,{write});
C6 = (C6,{d1,d3},{d4,d5,d6},{task1, task2, task3});

The first component that is used from the component system is a source component 1. A component-based system
is found when the last component added to solution is a destination 2 component.
The solutions from Figure 1 starts with the evaluation of the first component and contains a different number of
components involved into the computation. The solution from figure 1.a) shows two different cases that are not
wanted for the final solution: lost data and having more than one provider/inport.
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Figure 1: The finite automaton a) with lost data d4 and d5 and component C5 receiving data for inport d6 from
component C2 and C6; b) corresponding to the final consistent solution.

The component C6 outport contains data d4 and d5 which are lost (no other component from the system is using
it). Also, the solution is not included in the solution set with one provider/inport because there are two transitions
to the same component C5 with the label d6. The input d6 of the C5 component must have only one provider on
an execution. The “reverse” propagation of data (the output data of a component is propagated to two or more
components) is allowed. Component C3 distributes the data d3 to C2 and C6 components.
In figure 1.b) the final solution is presented: the solution is consistent, no lost data and each inport for each
component has just one provider.
The final consistent solution is A = (Q,Σ,δ ,q0,F), where: Q = {C1,C3,C2,C4,C6,C5}, Σ ={d1, d2, d3, d7,
d5, d6, d8, d4}, δ={(C1,d2)→ C3,(C1,d1)→ C2,(C3,d3)→ C2,(C2,d5)→ C4,(C3,d7)→ C4,(C2,d6)→
C5,(C4,d8)→C5}, q0 = {C1} and F = {C5}.

1A source component, i.e. a component without inports, is a component that generates data provided as outports in order to be processed
by other components.

2A destination component, i.e. a component without outports, is a component that receives data from the system as its inports and usually
displays it, but it doesn’t produce any output.
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2.2 A computational inteligence-based model

Genetic Algorithms [6] are adaptive heuristic search algorithms based on the evolutionary ideas of natural selection
and genetic operations. The basic concepts of GAs are inspired by the natural process from real-life. They explore
randomly the search space of solutions for a problem using three important genetic operators: replication, mutation
and crossover. The search space is represented like a population of individuals, each of them can being a potential
solution for the problem. At the begin, individuals are randomly initialize and during GAs iterations, using genetic
operations, they are perturbed (oriented) to the optimal solutions of problem based on their quality (or fitness
function).
Three main steps must be passed for solving a particular problem with GAs:

• the coding of the possible solutions for the problem;

• the evaluation process performed for each potential solution (the solution quality);

• the definition of the genetic operators that straighten the search process to the optimal one.
Individual representation. The proposed model uses a population of individuals, each individual being repre-
sented by a genes string. The length of a string (or the chromosome length) is equal to the components number
that is used by the system. Each gene corresponds to a certain system component and it contains a number of ales
equal to the number of outputs for corresponding component. Each ale represents the component index that uses
the respective outport for the current component.
For instance, if we have a component C4 with 2 inputs and 4 outputs (outports) o1, o2, o3, o4 than the associated
gene to this component can be: (3, 1, 7, 5). It means that the third component of the system uses like input the first
output of C4, the first system component can use the second output of C4, component seven can use the third output
of C4 and, finally, the fifth component of the system uses o4. But it is possible that not all elements from the initial
specification will be included into the final system (final solution). Some data can be lost when we construct the
optimal solution. Because of this reason a chromosome has attached a binary string that specify what components
are keep in the final solution and what are not (1 if component take part to the final system and 0 otherwise).
The first operation that it is need to perform in a GA is the population initialization and we describe it in few words.
Each ale of a gene is randomly initialized with a component index, but that it differ from the current component (or
current gene index) - because we suppose that there are not ”curls” (loops) in system (one of a component outports
must be used by the other component and not by the parent component).
For instance, a chromosome associated with example presented in Section 2.1 can have the next form:

[1(2,3)]︸ ︷︷ ︸
C1

[1(4,5)]︸ ︷︷ ︸
C2

[1(2,4)]︸ ︷︷ ︸
C3

[1(5)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

[1(4,2,1)]︸ ︷︷ ︸
C6

where each gene is represented like [presence_bit(list o f neighbors components)]. Therefore, in this chromosome
all components are used (all components have associated value 1) and for the first component the first output is
associated with the second component and the second output is associated with the third component; for the
second component its outputs are associated with fourth and fifth components, for outputs of the third component
are associated second and fourth components, and so on.
Fitness measure. The search process in the problem solution space is based on the quality of individuals. The
fitness measure plays the role to guide the search process when two individuals are selected for some genetic
transformations. Each gene of a chromosome must be evaluated for computing the associated fitness measure.
During this evaluation, we analyze the matching of the current component with it neighbors an, also, the “utility”
of these matching.
Concerning the matching analysis, for a particular gene (component) i and its values x, y, z (we suppose that the
component i has three outports) we verify if:

• outport o1 can be input for the x-th component of the system;

• outport o2 can be input for the y-th component of the system;

• outport o3 can be input for the z-th component of the system.
We verify these conditions and we increase the fitness function with a unit for each of them that are not respected
(we penalize the chromosome for each violated condition).
To establish the “utility” of matching process we verify if the necessarily information is provided for all system
inports. We increase the fitness with the difference between the number of inports for all system components and
the number of “used” inports (we quantify the “un-satisfied” inports). Also we verify if there are more than one
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provider/inport. If we find elements that not respect these conditions we penalize the current chromosome (that is
equivalent to increase the fitness value with a unit for each violated condition).
For precedent chromosome example the fitness is equal to 5 because after evaluation:

• no information is provided to inports of six-th component (two violated conditions),

• all the outports of sixth component are lined with components that don’t need that data (component 4, 2
and 1 don’t need d4, d5, d6 data, respectively - three violated conditions).

Genetic operators. Proposed model uses only crossover and mutation operations during the “adaption” process.
Crossover operation supposes to combine two chromosomes (called “parents”) to obtain a new one that “brings”
genetic information from both parents. Like in natural crossover, an offspring takes some parts of genetic material
from his “mother” and other parts from his “father”. Concerning crossover operator used in this model, it is one-
cutting-point crossover. This type of crossover supposes to randomly choose a cutting-point in the two parent
chromosomes (M and F) and “construct” the new individual (the offspring - O) using the genes from M place
before cutting-point and the genes from F placed after the cutting-point. Note that exchanging an entire gene with
other gene it is not possible to loose genetic information (all genetic operators must assurance the consistency and
the validation of he obtained offsprings). For instance, we choose the position 2 as cutting-point for these two
parent chromosomes:
P1 = [1(2,3)]︸ ︷︷ ︸

C1

[1(4,5)]︸ ︷︷ ︸
C2

[1(2,4)]︸ ︷︷ ︸
C3

[1(5)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

[1(4,2,1)]︸ ︷︷ ︸
C6

P2 = [0(5,3)]︸ ︷︷ ︸
C1

[1(1,3)]︸ ︷︷ ︸
C2

[0(6,1)]︸ ︷︷ ︸
C3

[1(3)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

[0(1,3,2)]︸ ︷︷ ︸
C6

The offspring obtained is

O =

P1︷ ︸︸ ︷
[1(2,3)]︸ ︷︷ ︸

C1

[1(4,5)]︸ ︷︷ ︸
C2

P2︷ ︸︸ ︷
[0(6,1)]︸ ︷︷ ︸

C3

[1(3)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

[0(1,3,2)]︸ ︷︷ ︸
C6

Concerning mutation, our algorithm randomly chooses a component (or gene) i and for this gene it chooses an ale
(one of component neighbors) and exchanges it with another one (randomly generated, but it is not the same with
i). For precedent example we can select the second ale of the third gene for mutation. The mutated chromosome
is:

[1(2,3)]︸ ︷︷ ︸
C1

[1(4,5)]︸ ︷︷ ︸
C2

mutated gene︷ ︸︸ ︷
[1(2,

mutated ale︷︸︸︷
6 ]︸ ︷︷ ︸

C3

[1(5)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

[1(4,2,1)]︸ ︷︷ ︸
C6

Algorithm. The algorithm used for evolving a component composition system is described in this section. We use
a generational evolutionary model as underlying mechanism for our implementation. The GA starts by creating a
random population of individuals. Our algorithm uses another population (an auxiliary or intermediate population).
The following steps are repeated until a given number of generations is reached: the best chromosome from
current population is copied into intermediate population (elitism procedure). Then, until we fill the intermediate
population we perform three operations: 1) two parents are selected using a binary tournament selection procedure;
2) the parents are considered for crossover, obtaining an offspring O; 3) we apply mutation to O and we obtain a
new individual O′ that is copied into the intermediate population.
After the auxiliary population is completed we copy all individuals (a generation) from auxiliary population into
current population, starting a new generation.

2.3 Experiments

Example 1. Consider the following general set of components:
C1 = (C1,∅,{d1,d2},{read});
C2 = (C2,{d2,d4,d6},{d5},{task1, task2, task3});
C3 = (C3,∅,{d4},{read});
C4 = (C4,{d1},{d3,d6},{task4});
C5 = (C5,{d3,d5},∅,{write}).

The solution is A = (Q,Σ,δ ,q0,F), where: Q = {C1,C3,C4,C2,C5}, Σ ={d1, d2, d4, d3, d6, d5}, δ={(C1,d1)
→ C4,(C1,d2)→C2,(C3,d4)→C2,(C4,d6)→ C2,(C2,d5)→ C5,(C4,d3)→ C5}, q0={C1} and F = {C5}.
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Figure 2: The finite automaton corresponding to the final consistent solution from example 1.

The best chromosome encodes the optimal configuration and is represented as the automaton from figure 2:

[1(4,2)]︸ ︷︷ ︸
c1

[1(5)]︸ ︷︷ ︸
c2

[1(2)]︸ ︷︷ ︸
c3

[1(5,2)]︸ ︷︷ ︸
c4

[1()]︸︷︷︸
c5

Example 2. Consider the following general set of components:
C1 = (C1,∅,{d1,d3},{read});
C2 = (C2,{d1,d2,d3},{d3},{task1, task2, task3});
C3 = (C3,∅,{d2},{read});
C4 = (C4,{d3},{d2,d3},{task4});
C5 = (C5,{d2,d3},∅,{write}).

For the given set of components there are more solutions for the composition. Two possible solutions are repre-
sented in figure 3.
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d2
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d2

d3

d3
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d3

Figure 3: Two finite automata (from example 2) solutions obtained: a) (C1,d3)→C4, (C4,d2)→C5, (C1,d1)→
C2, (C3,d2) → C2, (C4,d3) → C2 and (C2,d3) → C5; b) (C1,d3) → C2, (C1,d1) → C2, (C3,d2) → C2,
(C4,d3)→C5, (C4,d2)→C5 and (C2,d3)→C4.

The automaton from figure 3.a) has the following chromosome representation

[1(2,4)]︸ ︷︷ ︸
C1

[1(5)]︸ ︷︷ ︸
C2

[1(2)]︸ ︷︷ ︸
C3

[1(2,5)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

and from figure 3.b):
[1(2,2)]︸ ︷︷ ︸

C1

[1(4)]︸ ︷︷ ︸
C2

[1(2)]︸ ︷︷ ︸
C3

[1(5,5)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

.

The following chromosome contains a cycle: the C4 component expects data d3 from C2 component and the
component C2 expects the output d3 data from the C4 component:

[1(2,5)]︸ ︷︷ ︸
C1

[1(4)]︸ ︷︷ ︸
C2

[1(5)]︸ ︷︷ ︸
C3

[1(2,2)]︸ ︷︷ ︸
C4

[1()]︸︷︷︸
C5

.

3 Summary and Conclusions

In this paper we have introduced a new computational intelligence-based method for component composition anal-
ysis. Starting from a automaton-based model and using integration properties we develop a genetic algorithm to
analyze the component composition process. Given a set of components to be integrated into a system we evolve
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the solution (the component-based system(s)) using genetic algorithms. Some properties for the correct composi-
tion of components and component call dependences between components were encoded into the evaluation of a
chromosome.
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Evolutionary Approach for Behaviour Component Composition

Andreea Vescan, Laura Dioşan

Abstract: Component-based software engineering (CBSE) is the emerging discipline of the
development of software components and the development of systems incorporating such
components. A challenge in component-based software development is how to assemble
components effectively and efficiently. In this paper we present a new approach for behaviour
component composition using Cartesian Genetic Programming. Some numerical experiments
are performed.

Keywords: Component-based System, Software Component, Cartesian Genetic Programming.

1 Introduction

Building software with components promises more efficient and effective software reuse and higher productivity.
The main advantage of component-based system development is the reuse of components when building applica-
tions. Instead of developing a new system from scratch, already existing components are assembled to give the
required result.
There are two issues [2], [10] which need to be addressed where a software system is to be constructed from a
collection of components:

• Component integration - the mechanical process of “wiring” components together. There has to be a way
to connect the components together.

• (Behaviour) Component composition - we have to get the components to do what we want. We need to
ensure that the assembled system does what is required [3], [4]. Component integration is taken one step
further to ensure that assemblies can be used as components in larger assemblies. Component composition
focuses on emergent assembly-level behaviour, making certain that the assembly will perform as desired
and that it could be used as a building block in a larger system. The constituent components must not only
plug together, they must play well together.

The matter of making pieces of software which will fit together has been the subject of considerable effort and
systems and schemes exist which address these issues. These arrangements work by managing and controlling the
interfaces between components.
The other problem is more subtle and difficult. We need to ensure that the assembled system does what is required.
Just because the interfaces between two components permit them to be connected is no assurance that they will
interact properly or even that making the connection makes any sense at all. The real solution to this problem
is to reason about and check the behaviour of a system and the components from which it is built. Obviously,
the definitive answer to the question, “if we put these components together like this, will it work?” can only be
obtained by doing it and trying the completed system. But, if we are to avoid wasting time and effort, we want to
know the answers before we build when the real system is not yet available. So we have to use something else and
this is where models can help.
This paper proposes a model of a component-based software system, which uses Cartesian Genetic Programming
(CGP), enabling behavioural system composition from a set of specified components. The mapping elements from
a system involving components to CGP, the representation and the algorithm are given in the following sections.

2 Mapping Component-based Systems to Cartesian Genetic Program-
ming

Cartesian Genetic Programming (CGP) [8] was introduce as an alternative methodology to standard Genetic Pro-
gramming (GP), and secondly, to extend GP to non-Boolean problems and to show that it is a useful method for
evolving programs with other data types [5], [6], [7]. CGP is Cartesian in the sense that the method considers a
grid of nodes that are addressed in a Cartesian coordinate system.
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Definition 1. A Cartesian program (CP) denoted P is defined as a set {G,ni,no,nn,F,n f ,nr,nc, l} where: G rep-
resents the genotype and is itself a set of integers representing the indexed ni program inputs; nn represents the
node input connections and functions; no represents the program output connections; the set F represents the nf

functions of the nodes; the number of nodes in a row and column are given by nr, nc respectively; program inter-
connectivity is defined by the levels back parameter l, which determines how many previous columns of cells may
have their outputs connected to a node in the current column.

The genotype is a list of integers that encodes the connections and functions. It is a fixed length representation in
which the number of nodes in the graph is bounded. However it uses a genotype-phenotype mapping that does not
require all nodes to be connected to each other. This results in a bounded variable length phenotype. Each of the
nodes represents a particular function and the number of inputs and outputs that each node has, is dictated by the
arity of function.

The nodes take their inputs in a feed forward manner from either the output of a previous node or from one of the
initial program inputs (terminals). The initial inputs are numbered from 0 to n-1 where n is the number of initial
inputs. The nodes in the genotype are then also numbered sequentially starting from n to m+n-1 where m is the
user-determined upper bound in the number of nodes. These numbers are used for referencing the outputs of the
nodes and the initial inputs of the program. If the problem requires k outputs then these will be taken from the
outputs of the last k nodes in the chain of nodes.

The general definition of a software component is given in [9] and highlights the basic characteristics of a compo-
nent: an independent software module; provides functionality, but is not a complete system; can be accessed only
through its interface; “black box” principle: that is, a component can be incorporated in a software system without
regard to how it is implemented.

The definitions of a CP and of a component have given the idea that a system involving components might be
generated using CGP, in which we have identified: the components are the nodes from the grid and the components
execution order, the execution rules and the components interconnections are incorporated in the genotype.
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Figure 1: The mapping of a component-based system to a cartesian genetic program. a) The component-based
system; b) The cartesian genotype.

In Figure 1 an example of mapping a component-based system to a cartesian genetic program is given. The
system (chromosome) has four main inputs and two outputs. The components involved into the composition
are: sum(a,b) = a + b (index -1); prod(a,b) = a ∗ b (index -2); gcd(a,b) = the greatest common divisor (index
-3); np(a) = next prime number greater than a (index -4) and avg(a,b,c) = average o f a, b and c (index -
5). The system contains five distinct components and one component is used twice in the composition; each of
these components need one or two or three input parameters and provide a single output. For example, the np
component uses only one input from the input parameters, the gcd component uses two parameters and the avg
component uses all the three input parameters. All this situations are better visualized into the component-based
system representation. Another difference into the graphical representation of the component system and cartesian
program is the dependences between the output of a component and the input of another component. The cartesian
dependence is incorporated into the genotype rules.
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3 Proposed Model

3.1 Representation

The CGP can provide the support that it is necessarily to evolve the structure of some component based systems.
Such system can be viewed like a CGP chromosome. Each node (component) has a number of inputs and one
or more functions that give the output(s) based on the inputs. In standard GP the evolved program only has one
output (although the output could be a vector value); in CGP it is possible to have as many outputs as necessary. A
component can have just one or many results.
Note that a node can have more inputs that it needs. For instance, if a node with two inputs must compute the
greatest common divisor of two numbers, then it will use both parameters, but if a node with two inputs has
associated a function that verifies if a number is a prime number or not, than only the first input will be used.
Another important remark concerns the chromosome parts that are the subject of adaptation process. During
mutation it is possible to change the input(s) of a node, the function(s) associated to a node or the outputs of the
system. The system inputs are pre-fixed.
The genotype (the list of integers) determines the connectivity and functionality of the nodes. These can be mutated
over to create new directed graphs. When a population of genotypes is created or mutation is applied the genes
must obey certain constraints in order for the genotype to represent a valid program [8].
Specific to genetic programming methods, in general, there are differences between genotype and phenotype that
are associated to a potential solution. The genotype for a CGP chromosome have always same ”structure”: a vector
with a length equal to the sum of the cells number times to the inputs number for a node and the outputs for the
system. But the phenotype can have same length or a short length (because not all the nodes are evaluated for
establishing the quality for a chromosome).
For each node it is need to specify the input(s) an the function(s) associated. We use integer numbers from [0..p]
range for coding the inputs (p = number of system inputs + the number of cells before current cell, if the columns
graph are reading top down) and negative integer numbers from [-r..0] range for coding the functions (where r
represents how many functions (components) can be used by the system).
CGP chromosomes are encoded as strings by reading the graph columns top down and printing the input nodes
and the function symbol for each node. For instance, we can have a system with five different components (r =
5); each of these components can need one, two or three input parameters and provide a single output (figure 1).
The system (chromosome) has four main inputs (i0, i1, i2 and i3) and twp outputs (o0 and o1). Therefore, each cell
(node) of the graph can have three inputs and one output. We have coded with integer positive number the input
indexes and with integer negative numbers the function indexes ( −1 means the first function (component), −2 the
second function, −3 the third function, −4 the fourth function and −5 the fifth function - first three functions have
an arity equal to two, the forth function has the arity equal to 1 and the last function has the arity equal to 3). For
this example each chromosome is represented like a Cartesian graph with two line and three columns.
A possible chromosome can take the next form:

0 1 2 -1︸ ︷︷ ︸
i4

2 3 1 -2︸ ︷︷ ︸
i5

4 5 3 -3︸ ︷︷ ︸
i6

4 3 5 -4︸ ︷︷ ︸
i7

6 1 5 -4︸ ︷︷ ︸
i8

4 5 7 - 5︸ ︷︷ ︸
i9

6︸︷︷︸
o0

9︸︷︷︸
o1

Decoding this chromosome we obtain:
o0 = i6 = f3(i4, i5) = f3( f1(i0, i1), f2(i2, i3)).
o1 = i9 = f5(i4, i5, i7) = f5( f1(i0, i1), f2(i2, i3), f4(i4)) = f5( f1(i0, i1), f2(i2, i3), f4( f1(i0, i1))).

3.2 Algorithm

The algorithm used for evolving a component based system structure is described in this section. We use steady-
state evolutionary model as underlying mechanism for our CGP implementation. The CGP algorithm starts by
creating a random population of individuals (graphs). The following steps are repeated until a given number of
generations is reached: Two parents are selected using a standard selection procedure. The parents are considered
for mutation. The best offspring O replaces the worst individual W in the current population if O is better than W .
Note that CGP method does not use crossover operator.
The mutation operator can act over any gene of CGP chromosome. During the mutation process, three situations
can be found: input cell mutation (one or more inputs of a graph node is (are) changed with other initial inputs or
with the output of a node placed on a previous column (relative to the column of current node)), function mutation
(one o more cells can change their associated function (with another function from F)) and output mutation (one
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or more system output can be changed; the new associated value(s) can be the output(s) of any node from graph
(we don’t restrict the inter-connectivity level to a threshold)).

3.3 Fitness measure

CGP uses a special kind of fitness assignment. The evaluation is performed by reading the chromosome only once
and storing partial results by using dynamic programming [1].
Thus, the fitness of a CGP chromosome may be computed using the formula: f = ∑N

j=1 |Ej−Oj|, where N is the
number of fitness cases, Oj is the value returned (for th jth fitness case) and Ej is the expected value for the fitness
case j.

4 Experiments

4.1 Experiment type 1

The first type of experiments uses a genotype-phenotype mapping that does require all nodes to be connected to
each other and the final solution doesn’t contain duplicate components.
For this experiment we want to evolve a system with two inputs (two integer numbers), one output (an integer
number) and four components: the first component is the digit sum for an integer number (Dig_Sum index−1), the
second component is the digit product for an integer number (Dig_Prod index −2), the third component computes
the sum of two integer numbers (Sum index −3) and the fourth component determines the product of two integer
numbers (Product index −4).
The system (chromosome) computes the product between second number and the sum of digit sum of first number
and digits product of second number:

o = i1 ∗ (Dig_Sum(i0)+Dig_Prod(i1)).
For this purpose we use a CGP algorithm with 100 individuals that are selected and mutated during 100 generations.
At one step two chromosomes are chosen (using binary tournament selection procedure), than they are mutated
and, finally, the best offspring replaces the worst individual from the population (if the best offspring is better than
the worst individual from population). For this experiment each chromosome is represented like a Cartesian graph
with one line and four columns and each cell (node) of the graph can have two inputs and one output.
A possible chromosome can take the next form:

1 0 -1︸ ︷︷ ︸
i2

0 1 -2︸ ︷︷ ︸
i3

2 3 -2︸ ︷︷ ︸
i4

4 1 -4︸ ︷︷ ︸
i5

5︸︷︷︸
o0

.

Decoding this chromosome with two inputs i0 and i1 we obtain:
o = i5 = Product(i4, i1) = Product(Dig_Prod(i2), i1) = Product(Dig_Prod(Dig_Sum(i1)), i1).

The best chromosome encodes the optimal configuration:
1 0 -2︸ ︷︷ ︸

i2

0 1 -1︸ ︷︷ ︸
i3

2 3 -3︸ ︷︷ ︸
i4

4 1 -4︸ ︷︷ ︸
i5

5︸︷︷︸
o0

Decoding this chromosome we obtain:

o = i5 = Product(i4, i1) = Product(Sum(i2, i3), i1) = Product(Sum(Dig_Prod(i1),Dig_Sum(i0)), i1).

4.2 Experiment type 2

The second type of experiments uses a genotype-phenotype mapping that does require all nodes to be connected
to each other, and we have multiplicity of components in the grid.
Experiment 1. For this experiment we want to evolve a system with one input (an integer number), one output
(an integer number) and three components: the first component is the inverse for an integer number, the second
component is the second power for an integer number and the third component verifies if two numbers are equal.
The system verifies if the inverse square of the given number is equal to the square inverse of the same number.
For instance, if the number is 13 then inverse(square(13)) = inverse(169) = 961 is equal to 961 = square(31) =
square(inverse(13)).
Each chromosome is represented as a Cartesian graph with two lines and three columns. Each cell (node) of the
graph can have two inputs and one output. For this purpose we use a CGP algorithm with 200 individuals that are
selected and mutated during 30 generation. Mutation probability was 0.5.
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The best chromosome encodes the optimal configuration:
0 0 -1︸ ︷︷ ︸

i1

0 0 -2︸ ︷︷ ︸
i2

2 2 -2︸ ︷︷ ︸
i3

3 2 -1︸ ︷︷ ︸
i4

1 1 -2︸ ︷︷ ︸
i5

4 5 -3︸ ︷︷ ︸
i6

7︸︷︷︸
o0

Decoding this chromosome we obtain:
o = i7 = Equal(i4, i5) = Equal(Square(i2), Inverse(i3))

= Equal(Square(Inverse(i0)), Inverse(Square(i0))).
Experiment 2. For this experiment we want to evolve a system with two inputs (two integer numbers), one output
(an integer number) and four components: the first component is the sum of digits from odd positions for an integer
number (Dig_Sum_Odd index -1), the second component is the product of digits from even positions for an integer
number (Dig_Prod_Even index -2), the third component computes the sum of two integer numbers (Sum index
-3)and the fourth component computes the difference between two integer numbers (Di f f index -4).
The system (chromosome) has two main inputs (two integer numbers) and computes the sum between first number
and the substraction of the sum of digits from odd positions for the first number and the product of digits from even
positions for the second number of the system.
Each chromosome is represented as a Cartesian graph with two lines and three columns. Each cell (node) of the
graph can have two inputs and one output.
Running the same algorithm with those described in Section 4.1, we obtain two different chromosomes that can
represents the optimal structure of our system:

1 1 -2︸ ︷︷ ︸
i2

0 1 -1︸ ︷︷ ︸
i3

0 2 -4︸ ︷︷ ︸
i4

3 2 -3︸ ︷︷ ︸
i5

3 4 -3︸ ︷︷ ︸
i6

4 2 -4︸ ︷︷ ︸
i7

6︸︷︷︸
o0

Decoding this chromosome we obtain:
o = i6 = Sum(i3, i4) = Sum(Dig_Sum_Odd(i0),Di f f (i0, i2))

= Sum(Dig_Sum_Odd(i0),Di f f (i0,Dig_Prod_Even(i1)))
= Dig_Sum_Odd(i0)+(i0−Dig_Prod_Even(i1)).

Note that the results of cells that corresponds to i5, respectively to i7 are not used.
1 0 -2︸ ︷︷ ︸

i2

0 1 -1︸ ︷︷ ︸
i3

3 2 -4︸ ︷︷ ︸
i4

0 2 -3︸ ︷︷ ︸
i5

4 2 -4︸ ︷︷ ︸
i6

0 4 -3︸ ︷︷ ︸
i7

7︸︷︷︸
o0

Decoding this chromosome we obtain:
o = i7 = Sum(i0, i4) = Sum(i0,Di f f (i3, i2))

= Sum(i0,Di f f (Dig_Sum_Odd(i0),Dig_Prod_Even(i1)))
= i0 +(Dig_Sum_Odd(i0)−Dig_Prod_Even(i1)).

Note that the results of cells that corresponds to i5, respectively to i6 are not used.
Experiment 3. For this experiment we use the example from Figure 1.b). Each chromosome is represented as a
Cartesian graph with three lines and three columns. Each cell (node) of the graph can have three inputs and one
output. For this purpose we use a CGP algorithm with 200 individuals that are selected and mutated during 130
generations.
The best chromosome encodes the optimal configuration:

2 3 0 -2︸ ︷︷ ︸
i4

1 2 3 -3︸ ︷︷ ︸
i5

0 1 3 -1︸ ︷︷ ︸
i6

5 1 0 -2︸ ︷︷ ︸
i7

4 6 4 -3︸ ︷︷ ︸
i8

4 0 5 -4︸ ︷︷ ︸
i9

6 9 4 -5︸ ︷︷ ︸
i10

8 0 9 -3︸ ︷︷ ︸
i11

1 7 4 -2︸ ︷︷ ︸
i12

8︸︷︷︸
o0

10︸︷︷︸
o1

5 Summary and Conclusions

In this paper we have introduce a new method to develop component-based systems using Cartesian Genetic
Programming. Given a set of components that are integrated into the system we evolved the solution, taking into
account the component composition behaviour. We obtain also different results for the same system, due to the
associativity and distributivity of addition and substraction.
There are some characteristics of CGP that permit to use it for evolving component-based system structures: a
chromosome can have one or more outputs, the problem’s outputs are subject to evolution and each function
associated to a node can use all the node inputs or only that inputs that it needs.
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Modular Analysis of Concurrency in Petri Nets
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Abstract: The goal of this paper is to study the relationships between the concurrency-
degrees of a Petri net and those of its subnets.

Keywords: models of parallel/distributed systems, Petri nets, concurrency, modular analysis.

1 Introduction

A Petri net is a mathematical model used for the specification and the analysis of parallel/distributed systems. An
introduction about Petri nets can be found in [1]. The concurrency-degrees are a measurement of the concurrency
in Petri nets, which was first introduced in [2]. It is useful to introduce a measure of concurrency for parallel/dis-
tributed systems, for answering a question like this: What is the meaning of the fact that in the system S1 the
concurrency is greater than in the system S2?
The problem of concurrency has been studied for Petri nets, but, since they are used as suitable models for real-
world parallel or distributed systems, the results have been applicable also to these systems. The basic idea is that
the number of transitions which can fire simultaneously in a Petri net which models a real system, can be used as
an intuitive measure of the concurrency of that system.
An advantage of studying the concurrency-degrees is that they can be computed for the model during the design
of a system, and this will usually lead to an improved design.
This paper studies the relationships between the concurrency-degrees of a Petri net and those of its subnets. The
remainder of this paper is organized as follows. Section 2 presents the basic terminology and notation concerning
Petri nets. In Section 3 we present the results concerning the modular analysis of concurrency-degrees for Petri
nets. Section 4 concludes this paper and formulates some open problems.

2 Preliminaries

We will assume to be known the basic terminology and notation about sets, relations and functions, vectors, multi-
sets and formal languages. Let us just briefly remind that a multi-set m, over a non-empty set S, is a function
m : S → N, usually represented as a formal sum: ∑s∈S m(s)`s. It will be sometimes identified with a |S|-dimen-
sional vector. The operations and relations on multi-sets are defined component-wise. SMS denotes the set of
all multi-sets over S. The empty multi-set ∑s∈S 0`s is denoted by /0. The size of the multi-set m is defined as
|m|= ∑s∈S m(s), and m is called infinite iff |m|= ∞.
This section will establish the basic terminology and results concerning Petri nets in order to give the reader the
necessary prerequisites to understand this paper (for details the reader is referred to [1]).

2.1 Petri Nets

Definition 1. A Place/Transition net, shortly P/T-net, (finite, with infinite capacities), abbreviated PTN, is a 4-
tuple Σ = (S,T,F,W ), where S and T are two finite non-empty sets (of places and transitions, resp.), S∩T = /0,
F ⊆ (S×T )∪ (T × S) is the flow relation and W : (S×T )∪ (T × S)→ N is the weight function of Σ satisfying
W (x,y) = 0 iff (x,y) /∈ F .

Definition 2. A marking of a PTN Σ is a function M :S→N, i.e. a multiset over S ; it will be sometimes identified
with a |S|-dimensional vector. The operations and relations on vectors are componentwise defined. NS denotes the
set of all markings of Σ.

Definition 3. A marked PTN, abbreviated mPTN, is a pair γ = (Σ,M0), where Σ is a PTN and M0, called the initial
marking of γ , is a marking of Σ.

In the sequel we often use the term “Petri net"(PN) or “net" whenever we refer to a PTN (mPTN) and it is not
necessary to specify its type (i.e. marked or unmarked).
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Notation 4. Let Σ be a Petri net, t ∈ T and w ∈ T ∗. The functions t−, t+ : S→ N and Δt,Δw : S→ Z are defined
by t−(s) = W (s, t), t+(s) = W (t,s), Δt(s) = t+(s)− t−(s), and

Δw(s) =
{

0 , if w = λ
∑n

i=1 Δti(s) , if w = t1t2 . . . tn (n≥ 1) , for all s ∈ S.

Definition 5. The sequential behaviour of a net Σ is given by the firing rule, which consists of :
i) the enabling rule: a transition t is enabled at a marking M in Σ (or t is fireable from M), abbreviated M[t〉Σ ,
iff t− ≤M ; ii) the computing rule: if M[t〉Σ, then t may occur yielding a new marking M′, abbreviated M[t〉ΣM′,
defined by M′ = M +Δt.

In fact, for any transition t of Σ we have a binary relation on NS, denoted by [t〉Σ and given by: M[t〉ΣM′ iff t− ≤M
and M′ = M +Δt. If t1, t2, . . . , tn, n ≥ 1, are transitions of Σ, [t1t2 . . . tn〉Σ will denote the classical product of the
relations [t1〉Σ, . . . , [tn〉Σ. Moreover, we also consider the relation [λ 〉Σ given by [λ 〉Σ = {(M,M)|M ∈ NS}.

Definition 6. Let γ = (Σ,M0) be a mPTN, and M ∈ NS. The word w ∈ T ∗ is called a transition sequence from M
in Σ if there exists a marking M′ of Σ such that M[w〉ΣM′. Moreover, the marking M′ is called reachable from M
in Σ.

Notation 7. TS(Σ,M) = {w∈ T ∗ |M[w〉Σ} denotes the set of all transition sequences from M in Σ, and RS(Σ,M) =
{M′ ∈ NS|∃w ∈ TS(Σ,M) : M[w〉ΣM′} the set of all reachable markings from M in Σ. In the case M = M0, the set
TS(Σ,M0) is abbreviated by TS(γ), and the set RS(Σ,M0) is abbreviated by RS(γ) or by [M0〉γ and it is called the
reachability set of γ .

Concurrency-degrees for Petri Nets

The concurrency-degrees are a measurement of the concurrency in Petri nets, which was first introduced in [2] for
classical P/T-nets. A more appropriate definition of concurrency-degrees for them, which takes into consideration
the auto-concurrency (i.e the case of the transitions concurrently enabled with themselves), was given in [3], by
considering the notion of a step fireable at a marking as a multiset of transitions. Also, a finer notion was introduced
in [3], namely the concurrency-degrees w.r.t. a set of transitions, and the computability of concurrency-degrees
was studied.
In the sequel, we will present these definitions.
Let Σ = (S,T,F,W ) be a P/T-net, M a marking of Σ, and T ′ ⊆ T a subset of transitions of Σ.

Definition 8. A step Y is a non-empty and finite multiset over T . A T ′-step Y is a step satisfying Y (t) = 0, for all
t ∈ T −T ′ (practically, Y is a non-empty and finite multiset over the subset T ′).

Definition 9. A step Y is enabled at the marking M in Σ (or Y is fireable from M), and we say also that Y is a
multiset of transitions concurrently enabled at M, abbreviated M[Y 〉Σ , iff ∑

t∈T
Y (t) · t− ≤ M. Moreover, if Y is

enabled at M in Σ, then by occuring the step Y at the marking M it is produced the marking M′ = M + ∑
t∈T

Y (t) ·Δt,

abbreviated M[Y 〉ΣM′.

Definition 10. The concurrency-degree w.r.t. T ′ of Σ at M is defined as the maximum (i.e. the supremum) number
of (not necessarily distinct) transitions from T ′ which are concurrently enabled at M:

d(Σ,T ′,M) = sup{ |Y | | Y is a T ′-step enabled at M in Σ} .

In the case T ′ = T , the degree d(Σ,T ′,M) is abbreviated by d(Σ,M) and it is called the concurrency-degree of Σ
at the marking M.

Remark 1. i) The concurrency-degree (w.r.t. T ′) at a marking M of a Petri net Σ represents the supremum number
of transitions (from T ′) concurrently enabled at the marking M in Σ.
ii) d(Σ,T ′,M) = +∞ iff there exists a transition t ∈ T ′ with t− = 0 .

Let γ =(Σ,M0) be a marked P/T-net, and T ′ ⊆ T a subset of transitions of Σ.
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Definition 11. The inferior and superior concurrency-degree w.r.t. T ′ of γ are defined as the minimum, and resp.
the maximum (i.e. the supremum), number, at any moment, of (not necessarily distinct) transitions from T ′ which
are maximal concurrently enabled:

d−(γ,T ′) = min{ d(Σ,T ′,M) |M∈ [M0〉γ} and d+(γ,T ′) = sup{ d(Σ,T ′,M) |M∈ [M0〉γ} .

If d−(γ,T ′) = d+(γ,T ′), then this number is called the concurrency-degree w.r.t. T ′ of γ and it is denoted by
d(γ,T ′). Moreover, in the case T ′ = T , the degrees d−(γ,T ′), d+(γ,T ′), and d(γ,T ′) are abbreviated by d−(γ),
d+(γ), and d(γ) respectively, and “w.r.t. T’ ” is dropped from their names.

Remark 2. i) d−(γ,T ′) means that at any reachable marking M of γ there exist at least d−(γ,T ′) transitions (from
T ′) concurrently enabled at M.
ii) d+(γ,T ′) means that at any reachable marking M of γ there exist at most d+(γ,T ′) transitions (from T ′) con-
currently enabled at M.
iii) d(γ,T ′) means that at any reachable marking M of γ there exist d(γ,T ′) transitions (from T ′) concurrently
enabled at M, and there is no reachable marking M′ of γ with more than d(γ,T ′) transitions (from T ′) concurrently
enabled at M′.

For more comments about the intuitive meaning of concurrency-degrees for P/T-nets, and the results regarding
their computability, the reader is referred to [3].

3 Modular Analysis of Concurrency

We can take into consideration the problem of modularization for Petri nets: a P/T-net can be “decomposed” into
several modules, i.e. subnets of it, which have in common some locations of the net; these locations play the role
of “interface” (i.e., they are shared) between two or more modules. Using this setting, the study of the concurrency
in the global net can be done by analysing the concurrency of the subnets which form that net.
Therefore, it is useful to study the relationships between the concurrency-degrees of a global net and those of the
subnets which compose that net.
The following result shows the relationship which exists between the concurrency-degree w.r.t. the union of two
disjoint sets of transitions and the concurrency-degrees w.r.t. each of those two sets:

Theorem 12. i) Let Σ be a P/T-net, T1,T2 ⊆ T two disjoint sets of transitions of Σ, and M an arbitrary marking of
Σ. Then the following inequality holds:

d(Σ,T1∪ T2,M)≤ d(Σ,T1,M)+ d(Σ,T2,M) . (1)

ii) Let γ be a marked P/T-net, and T1,T2 ⊆ T two disjoint sets of transitions of γ . Then we have

d+(γ,T1∪ T2)≤ d+(γ,T1)+ d+(γ,T2) . (2)

Proof. i) Let Σ be a PTN, T1,T2 ⊆ T two disjoint sets of transitions of Σ, and M an arbitrary marking of Σ.
Moreover, let Y be an arbitrary (T1∪ T2)-step enabled at M in Σ. Thus, M[Y 〉Σ, and since T1∩ T2 = /0, by the step
enabling rule of Definition 9 it follows that

M ≥ ∑
t∈T1∪T2

Y (t) · t− = ∑
t∈T1

Y (t) · t−+ ∑
t∈T2

Y (t) · t− ,

so we can conclude that ∑t∈T1
Y (t) · t− ≤M and, respectively, ∑t∈T2

Y (t) · t− ≤M .

First inequality means that the step denoted by Y |T1

not= ∑t∈T1
Y (t) t̀ is fireable at M in Σ, i.e. M[Y |T1〉Σ . By

Definition 10, this means that |Y |T1 | ≤ d(Σ,T1,M) . Similarly, from the second inequality from above we deduce

that the step denoted by Y |T2

not= ∑t∈T2
Y (t) t̀ is a T2-step enabled at M in Σ, and therefore we have that |Y |T2 | ≤

d(Σ,T2,M) .
Since Y = Y |T1 +Y |T2 , we can conclude that |Y |= |Y |T1 |+ |Y |T2 | ≤ d(γ,T1,M)+d(γ,T2,M) .
Thus, we showed that |Y | ≤ d(γ,T1,M)+d(γ,T2,M) , for all Y which are (T1∪ T2)-steps enabled at M in Σ. By
taking the supremum in this inequality, after Y as a (T1∪ T2)-step enabled at M in Σ, and using Definition 10, we
obtain the desired inequality (1).
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Figure 1: The P/T-nets from Example 1

ii) Let γ =(Σ,M0) be a mPTN, and T1,T2 ⊆ T two disjoint sets of transitions of γ . By Definition 11, we have that
d(γ,T1,M)≤ d+(γ,T1) and d(γ,T2,M)≤ d+(γ,T2) , for any reachable marking M of γ .
Since, by pct. i), the inequality (1) holds for any arbitrary marking M of Σ, and, therefore, it holds particularly for
the reachable ones, we conclude that d(Σ,T1∪ T2,M)≤ d+(Σ,T1)+d+(Σ,T2) , for all M ∈ [M0〉γ . By taking the
supremum after M ∈ [M0〉γ in this inequality, and using Definition 11, we obtain the desired inequality (2).

Remark 3. Unfortunately, regarding the inferior concurrency-degree, neither an inequality like (2), nor one with
an inverse sign, holds true. This remark is justified by the following counterexample.
Example 1. Let γ1 = (Σ1,M0) be the marked net from Fig. 1 (a). It is easy to see that its reachability set is
[M0〉γ1 = {M0,M1}, where M0 = (1,0) and M1 = (0,1).Also, {t1} is the only step enabled at M0 in Σ1, and {t2} is
the only step enabled at M1 in Σ1. Thus, the inferior concurrency-degrees w.r.t. the various sets of transitions are
as follows: d−(γ1,{t1}) = 0, d−(γ1,{t2}) = 0, and d−(γ1,{t1, t2}) = 1.
Therefore, in this case we have the strict inequality d−(γ,{t1, t2}) > d−(γ,{t1})+d−(γ,{t2}) .
Now, let us consider the marked net γ2 = (Σ2,M0) from Fig. 1 (b). We have [M0〉γ2 = {M0}, where M0 = (1),
and {t1} , {t2} are the only steps enabled at M0 in Σ2. The inferior concurrency-degrees w.r.t. the various sets of
transitions are as follows: d−(γ2,{t1}) = 1, d−(γ2,{t2}) = 1, and d−(γ2,{t1, t2}) = 1.
Therefore, in this case we have the strict inequality d−(γ,{t1, t2}) < d−(γ,{t1})+d−(γ,{t2}) .

Despite Remark 3, which tell us that for the inferior concurrency-degree there exists no upper bound like the ones
which exist for the concurrency-degree at a marking and for the superior concurrency-degree, we can still specify
a lower bound for the inferior concurrency-degree of Petri nets, namely:

Theorem 13. Let γ be a marked Petri net, and T1,T2 ⊆ T two disjoint sets of transitions of γ . Then

d−(γ,T1∪ T2)≥max{d−(γ,T1) , d−(γ,T2)} . (3)

Proof. Let γ =(Σ,M0) be a mPTN, and T1,T2 ⊆ T two disjoint sets of transitions of γ .
Let M be an arbitrary marking of the net Σ. Obviously, any T1-step enabled at the marking M in Σ is also a
(T1 ∪ T2)-step enabled at M in Σ (being a multiset over T1 ∪ T2 having zero multiplicities for the elements from
T2). Therefore, by Definition 10, we can deduce that d(Σ,T1 ∪ T2,M) ≥ d(Σ,T1,M) , for any arbitrary marking
M, and thus, particularly, also for any M ∈ [M0〉γ .
But, from Definition 11, it follows that d(Σ,T1,M)≥ d−(γ,T1) , for all M ∈ [M0〉γ . Therefore, we can conclude
that d(Σ,T1∪ T2,M)≥ d−(γ,T1) ,∀M ∈ [M0〉γ .
Similarly it can be shown that d(Σ,T1∪ T2,M)≥ d−(γ,T2) ,∀M ∈ [M0〉γ .
Using these last two inequalities, we deduce that d(Σ,T1∪ T2,M)≥max{d−(γ,T1) , d−(γ,T2)} , for all M ∈ [M0〉γ .
By taking the minimum after M ∈ [M0〉γ in this inequality, and using Definition 11, we obtain the desired inequality
(3).

Remark 4. The inequalities (1) and (2) from Theorem 12, as well as the inequality (3) from Theorem 13, hold
also for the generalized case of any finite union of pairwise-disjoint sets of transitions. (This can be easily proved
by applying these inequalities, reiteratively for unions of two disjoint sets of transitions.)

A particular case of these generalized inequalities for Petri nets is represented by the case when the sets of tran-
sitions are all singletons (i.e., each set has only one element). In this case we obtain the following result, which
expresses the relationship between the concurrency-degree w.r.t. a set of transitions and the concurrency-degrees
w.r.t. each individual transition from that set:

Corollary 14. i) Let Σ be a Petri net, T ′ ⊆ T a set of transitions of Σ, and M any marking of Σ. Then

d(Σ,T ′,M)≤ ∑
t∈T ′

d(Σ,{t},M) . (4)

ii) Let γ be a marked Petri net, and T ′ ⊆ T a set of transitions of γ . The following inequalities hold:
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d+(γ,T ′)≤ ∑
t∈T ′

d+(γ,{t}) and d−(γ,T ′)≥max
t∈T ′

d−(γ,{t}) . (5)

Proof. These inequalities follow as simple consequences from Theorem 12 and 13, by applying reiteratively (by
|T ′|−1 times) the corresponding inequalities from the two mentioned theorems.

Based on Example 1, an interesting question may arise, namely: when it holds with equality any of the inequalities
(1), (2) and (3), or the analogous of inequality (2) for the inferior concurrency-degree ?
Let us notice the following fact: if Σ is a Petri net, T ′ ⊆ T a set of transitions of Σ, and M1,M2 are two arbitrary
markings of Σ such that M1(s) = M2(s), for any location s∈ •T ′, then any T ′-step enabled at M1 in Σ is also enabled
at M2 in Σ and vice versa. Thus, the set of T ′-steps enabled at M1 in Σ is equal with the set of T ′-steps enabled at
M2 in Σ, and, therefore, d(Σ,T ′,M1) = d(Σ,T ′,M2).
In other words, the concurrency-degree at a marking w.r.t. a set of transitions depends only on the components of
that marking which correspond to the pre-locations of the transitions from that set.
This remark gives us a structural property of a Petri net which is a sufficient condition for some of the above
mentioned equalities to hold:

Theorem 15. Let Σ = (S,T,F,W ) be a P/T-net, and T1,T2 ⊆ T two disjoint sets of transitions of Σ. If Σ satisfies
the property •T1 ∩ •T2 = /0 (in other words, for any pair of transitions t1 ∈ T1 and t2 ∈ T2, t1 and t2 do not have
common pre-locations), then for any arbitrary marking M of Σ we have the equality:

d(Σ,T1∪ T2,M) = d(Σ,T1,M)+d(Σ,T2,M) . (6)

Moreover, if we consider an initial marking for the net Σ, i.e. let γ = (Σ,M0) with Σ as above, then regarding the
inferior concurrency-degree the following inequality holds:

d−(γ,T1∪ T2)≥ d−(γ,T1)+d−(γ,T2) . (7)

Proof. By inequality (1) from Theorem 12, for proving (6) it is sufficient to show that we have the inequality (1)
with an inverse sign in the hypothesis •T1∩•T2 = /0 satisfied by the net Σ.
Let Y1 be an arbitrary T1-step enabled at the marking M in Σ, and Y2 an arbitrary T2-step enabled at M in Σ. Then,
by the step enabling rule of Definition 9, it follows that

Y−1 (s)not= ∑
t∈T1

Y (t) · t−(s)≤M(s) and Y−2 (s)not= ∑
t∈T2

Y (t) · t−(s)≤M(s) , for all s ∈ S .

Let Y = Y1 +Y2. Thus, Y is a (T1 ∪ T2)-step. Then Y−(s)not= ∑
t∈T1∪T2

Y (t) · t−(s) = Y−1 (s)+Y−2 (s) , for all s ∈ S .

Using the fact that t−(s) = 0 iff s �∈ •t, for any t ∈ T and s ∈ S, and since, by hypothesis, •T1∩•T2 = /0, it follows
that for any s ∈ S, one and only one of the following three cases is possible:
(i) s ∈ •T1. Then s �∈ •T2 and, therefore, Y−2 (s) = 0. So, we obtain that Y−(s) = Y−1 (s)≤M(s).
(ii) s ∈ •T2. Then s �∈ •T1 and, therefore, Y−1 (s) = 0. So, we obtain that Y−(s) = Y−2 (s)≤M(s).
(iii) s ∈ S− (•T1 ∪•T2). Then s �∈ •T1 and s �∈ •T2, and, therefore, Y−1 (s) = Y−2 (s) = 0. So, we obtain in this case
that Y−(s) = 0≤M(s).
In conclusion, we proved that Y−(s)≤M(s), for any s∈ S. This inequality means that Y is a (T1∪ T2)-step enabled
at M in Σ. By using Definition 10, it follows that |Y | ≤ d(Σ,T1 ∪ T2,M) . Thus, since Y = Y1 +Y2, we have that
|Y1|+ |Y2|= |Y | ≤ d(Σ,T1∪ T2,M) .
Therefore, we proved that d(Σ,T1∪ T2,M)≥ |Y1|+ |Y2| , for any arbitrary T1-step enabled at M in Σ, Y1, and any
arbitrary T2-step enabled at M in Σ, Y2.
By succesively taking the supremum in the above inequality, after Y1 as a T1-step enabled at M in Σ, and then after
Y2 as a T2-step enabled at M in Σ, and using Definition 10, we obtain the desired inequality:

d(Σ,T1∪ T2,M)≥ d(Σ,T1,M)+d(Σ,T2,M) .

To prove the second part of this theorem, let M ∈ [M0〉γ be an arbitrary reachable marking. Then, by Definition 11,
we have that d(Σ,T1,M)≥ d−(γ,T1) and d(Σ,T2,M)≥ d−(γ,T2) . Thus, by applying the first part of this theorem,
we obtain that

d(Σ,T1∪ T2,M) = d(Σ,T1,M)+d(Σ,T2,M)≥ d−(γ,T1)+d−(γ,T2) .

Therefore, we proved that d(Σ,T1∪ T2,M)≥ d−(γ,T1)+d−(γ,T2) , for all M ∈ [M0〉γ . By taking the minimum
after M ∈ [M0〉γ in this inequality, and using Definition 11, we obtain the inequality (7).
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Remark 5. Obviously, equality (6) and inequality (7) from Theorem 15 hold also for the generalized case of
any finite union of pairwise-disjoint sets of transitions. (This remark can be easily proved by applying (6), and
respectively (7), reiteratively for unions of two disjoint sets of transitions.)

A particular case of these generalized equality and inequality for Petri nets is represented by the case when the sets
of transitions are all singletons. In this case we obtain the following result, which expresses a sufficient condition
for having the above mentioned relationships between the concurrency-degree w.r.t. a set of transitions and the
concurrency-degrees w.r.t. each individual transition from that set:

Corollary 16. Let Σ = (S,T,F,W ) be a P/T-net, and T ′ ⊆ T a set of transitions of Σ. If Σ satisfies the property
•t1∩•t2 = /0, for any t1, t2 ∈ T ′, then the following equality holds for any marking M of Σ:

d(Σ,T ′,M) = ∑
t∈T ′

d(Σ,{t},M) . (8)

Moreover, if we consider an initial marking for the net Σ, i.e. let γ = (Σ,M0) with Σ as above, then regarding the
inferior concurrency-degree the following inequality holds:

d−(γ,T ′)≥ ∑
t∈T ′

d−(γ,{t}) . (9)

Proof. These relations follow as simple consequences from Theorem 15, by applying reiteratively (by |T ′| − 1
times) the corresponding relations from that theorem.

Remark 6. Unfortunately, the condition •T1∩•T2 = /0 is not sufficient neither for having (2) with equality for the
superior concurrency-degree, nor for having the similar equality for the inferior concurrency-degree.
This afirmation is justified by the net γ1 from Fig. 1 (a), which satisfies the condition •t1 ∩•t2 = /0, and for which
we saw in Example 1 that d−(γ1,{t1, t2}) = 1 > 0+0 = d−(γ1,{t1})+d−(γ1,{t2}) . Also, for this net, we have
that d+(γ,{t1, t2}) = 1 < 1+1 = d+(γ,{t1})+d+(γ,{t2}) .
However, inequality (7), which holds in the hypothesis •T1 ∩ •T2 = /0, represents an improvement of the lower
bound given by inequality (3), for the inferior concurrency-degree.

4 Summary and Conclusions

In this paper we have studied the relationships between the concurrency-degrees of a Petri net and those of its
subnets.
Some problems remain to be studied, for example to find the conditions for which the inequality (2) holds true
with equality for the superior and resp. the inferior concurrency-degree of a marked Petri net.

References

[1] W. Reisig, Petri Nets. An Introduction, EATCS Monographs on Theoretical Computer Science, Springer-
Verlag, Berlin, 1985.
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Tourism Implications in Economic Growth. A Cybernetic Approach

Marian Zaharia, Rodica Manuela Gogonea

Abstract: Economists, mathematicians, statistics specialists have given rise to an actual
theory of economic growth that makes up the background for the interdisciplinary theory
of economic modeling, by founding and drawing up static or dynamic models, economic-
mathematical or economic-environmental models. Among all these approaches, the tertiary
or service field has become dominant in the post-war period, with the service market ranking
ever more importantly, encompassing extremely varied activities, heterogeneous in terms of
content, yet taking distinct manifest shapes. In the same time, in a systemic approach, the ser-
vices field is a complex and dynamic cybernetic system with its own structure interconnected
within the cybernetic system of the national/world economy.

Keywords: economic growth, economic modeling, cybernetic model, complex and dynamic systems

1 Introduction

Literature in the field currently encompasses the results of multiple researches that have laid the foundations of new
interpretations of the concept nowadays known as Şthe new economic growthŤ or Şsustainable economic growthŤ.
The theories and the various view points concerning the tourismŠs implications in the process of economic growth
have been given starting with the implications and the considerations of the touristic activity under the influence
of the touristic phenomenonŠs constraints and optimizations upon the economy. The economic importance of this
field is reasoned by presenting tourism as a means of diversity of the economic structures, of turning to account the
resource, of creator and user of national income and of new jobs, of investmentsŠ incentive, of factor of reducing
the inflationist phenomenon, as well as a component of the external relations. The diversity of services, the seasonal
character of tourism, the typology of the tourismŠs forms, the pricesŠ and the tariffsŠ category implies using an
indicatorsŠ system, which can be approached as a cybernetic system. At its turn, this system is compounded by a
multitude of subsystems with considerable implications to economic growth.

2 Economic modeling and growth premises

The modeling of tourism field is a part of the very complex problem the economic growth modeling process. The
premises underlying the economic growth modeling process are laid down below, figure 1.
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Figure 1: Economic modeling and growth premises

Choosing an economic growth model involves a careful scrutiny of all economic structure upgrade opportunities.
This scrutiny is followed by the choice of variants that meet the conditions and restrictions resulting from the
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chosen model, which has been deemed adequate to existing conditions. Setting up models, during the past years,
has focused on a balanced economic growth, thus shaping up the following types of economic models, presented
in short in graphic 2.
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Figure 2: Tourist activity implications and interdependentions

In the meantime, improving the economic structure entails both a change in quantitative aspects such as group,
branch and sector ratios, size changes, dynamic changes, and qualitative mutations covering the switch from the
production diversification stage to the specialization stage, to setting up a customized profile of the national econ-
omy, to reaching a dynamic balance between various branches and activity fields, as well as switching to an
optimum economic structure in a certain time span. The interdependencies and interactions between the national
economy branches, between various fields and activities are enhanced, as the economy grows. Their complexity
also deepens, changing from the mere exchange of materials to cooperation ties in manufacturing, to activities
of technical progress extension and coverage. The increasing part played by services in the economic and social
life at world level, especially for developed countries, has been interpreted by sociologists as a replacement of
Şprimary civilizationŤ with Ştertiary civilizationŤ, since a service-dominated society has gradually replaced an
agriculture-dominated one. As with any field of activity, the field of services has evolved from initial forms of
completing primary activities to the current structures, characterized by a maximum usefulness for individuals and
society alike Services have grown in modern economy, where many and various ones have emerged following
societyŠs computerization, environmental protection activities or urban encroachment: household management,
power and water supply, transports, telecommunications, activities targeting an increased individual leisure time
(laundries, dry cleaners, modern commerce means, household appliance maintenance), as well as services related
to the use of spare time (tourism, culture, sports).Being mainly made up of service-supplying, tourism represents
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nowadays one of the essential components of the tertiary field.

3 The tourism as a part of the dynamic cybernetic economic system

The inclusion of tourism into the field of services stems from the way in which some of its defining traits are
outlined, such as mobility, dynamism or capacity to adapt to the requirements of each tourist, as well as from
the tourism product particulars, since it is the result of a balanced combination of services to which specific traits
and usage mechanisms correspond. The national economy branch ledger comprises, together with other services,
those encompassed by domestic and international tourism, entertainment, accommodation, transport and public
food supply, thus outlining the existence of tourism as a distinct component of the tertiary field, its activities be-
ing characterized by legal aspects that are not encountered with other components of the tertiary field. Covering
tourist needs, the needs of large social segments entails a whole set of processes and relationships that provide
tourism with the traits of a distinctive field of activity that must be permanently adapted to the changes occurring
in economic-social life, tightly correlated with other economic fields, due to the complexity and dynamism of this
increasingly specific phenomenon of modern civilization. Tourist sub-products such as accommodation, transport,
meals, entertainment, etc., components of the complex tourist product, are complementary to the tourism services,
thus making up a part of an economyŠs services. They are the result of distinct, very well-shaped fields, which exist
independently from the tourist activity, but having actual opportunities of having tourist activities inter-relating with
specific ones. Tourism, as economic activity, comprises an array of services deriving from basic ones: informa-
tion, tourist trip placement, accommodation, food item, alcoholic and non-alcoholic beverage retailing, treatments
supplied by various spas, as well as leisure and entertainment services. Tourist demand is covered also through the
balanced and complex combination of activities in other economic fields, such as: construction works, power and
heating industries, car-manufacturing, electronics and electro-techniques, wood processing, fabrics, agriculture,
transports, trade, communications, culture, health care, etc.
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Figure 3: Tourist activity implications and interdependentions

The higher quality of elements making up the tourism product influences it in a positive way, which entails a
series of corroborated actions on the others it touches all throughout tourism activity operations or on the others
depending on the results of such activities. Various theories and viewpoints have been summarized in a chart (figure
3) presenting the implications and considerations of tourism activity under the influence of tourism phenomenon
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constraints and optimizations on the economy and thus, implicitly, on economic growth. In systemic approach the
goals (objective functions) would be:

• Benefit optimization: due to seasonality, companies are busy supplying services that are adequate to the
area specifics by ma king the best of long-use facilities and investments that would bring in the best benefits;

• Local economy structure optimization: consists of stressing on the relationship between the tourism indus-
try and local resources in order to deepen multiplying effects;

• Optimization = BOP balancing: through which companies set out to provide services to foreign guests, thus
stimulating sales, assisting the economy so that outgoing tourists should be more numerous that incoming
tourists.

• Experience optimization: entails making out the combination of favourite destinations and actual possi-
bilities within the limits set by time and income; The internal and external environment generate a lot of
constrains which have to be taken into consideration. The main of them may be summarized as follows :

• Tourist supply constraints: underlain by price, wealth and income;

• Attractive resource supply constraints: based on the limited resource quantitative trait;

• Technical and environmental constraints: comprise elements targeting the location-situation relationship;

• Time constraints: springing from seasonality and holiday time;

• Constraints regarding the divisibility trait of elements making up the tourist phenomenon: for example,
when a tourist transportation means cannot make its rounds unless all its seats are taken;

• Administrative and health care constraints comprising drawing up administrative, customs, health care
formalities that are necessary in international tourism activities;

• Political, social, ideological, conflictual and army constraints: related to the policy of every country regard-
ing receiving tourism, domestic instability or its involvement in international conflicts, as well as natural
disasters that may occur in a region;

• Reception constraints, the tourist and his comfort: comprises the existence of unfit standards for tourism
reception structures, unfavorable weather conditions or the lack of natural and cultural attractions;

• Self-imposed constraints: are the result of a domestic policy adopted by a company or between companies,
governmental agencies willing to develop a certain area;

• Constraints touching lack of knowledge or information: emerging due to failure to update regarding tourism
activities or the activity undertaken by companies dealing with the respective tourism operation;

• Constraints related to maintenance resource limits: stemming from the capacity to valorize the financial
availability of any company.

The main objectives of the cybernetic model of tourism field are the determination and the evaluations of the
indicators system that must gather within a set as complete as possible and which includes regional and local
indicators, sector indicators, resources indicators, results indicators and synthesis indicators.

4 Summary and Conclusions

A dynamic economy is a complex cybernetic system. The tourism is a important element of this cybernetic system
continuously in interaction with the other elements of economic cybernetic system. The cybernetic model of the
tourism processes should have two main goals: benefit optimization and local economy structure optimization.
The cybernetic systems constraints refer to: technical and environmental constraints; political, social and ideologi-
cal constraints; economic and administrative constraints; tourist-supply constraints; self-imposed constraints. The
feedback of the system can be assured by the dynamic of the demand-supply ratio, the percentage of the tourist ser-
vices in GIP and number of population employed in tourism activities. The model should be used to determination
and evaluations of the indicators system that must gather within a set as complete as possible and which includes
regional and local indicators, sector indicators, resources indicators, results indicators and synthesis indicators of
the tourism activities.
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Coalition Formation for Cooperative Information Agent-Based Systems

Nacer eddine Zarour, Sabrina Bouzidi

Abstract: The communication technology evolution led to an increase of the carried out
services’ and tasks’ number. The aim of actual research in the cooperation and particularly
the negotiation between agents is to reach a coherent global state of the multiagent system by
favoring agents’ synergy. In this paper, we propose a coalition formation-based negotiation
model for the task allocation in the cooperative information agent-based systems. In this
model, the agent that activates a negotiation seeks partners for achieving a complex task. The
way that the partners take part in a coalition is done one by one according to the choice of
all the coalition members. This choice is based on a multicriterion analysis. Some obtained
experimental results show the suggested model performances.

Keywords: Negotiation, coalition formation, cooperative information systems, multiagent systems, task alloca-
tion.

1 Introduction

In an open environment as Cooperative Information Systems (CISs), which gathers distributed; heterogeneous; and
autonomous Information Systems (ISs), the cooperation requires the intervention of a negotiation process in order
to identify and structure the various problems, to propose and defend the solutions, to re-examine the intentions
in a conflict, and finally to confirm the commitments [1]. In our context, each IS is modelled by an autonomous,
rational, and egoistic agent.
Several negotiation models were developed like Market mechanisms [2], Contract Net Protocol [3], Social Laws
[4], MultiAgent Planification [5], and Organizational structures (coalitions, teams, congregations, etc.) [6]. The
coalition formation is a negotiation technique which is particularly preferred for solving the conflicts between
agents whose behavior is economic and thus rational. A coalition is a short-term organization based on specific and
contextual commitments of involving agents. This allows agents to profit from their respective competencies. To
solve the task allocation problem, several coalition formation-based models were suggested [7] [8] [3]. However,
these models are not adapted to the context of CISs because they do not define relations of partnership between
agents, but rather relations of subcontracting. Generally in these models, the agent that activates a negotiation
process will only decides to structure the coalition. It selects its partners separately according to its own desires.
Consequently, the agents’ autonomy is not respected.
The objective of this work is to propose a coalition formation-based model for the task allocation in CISs. The
proposed model, named CFoTACIS1 , is inspired from the reality of the cooperation between entreprises. It respects
the agents’ autonomy by allowing them to take part in the coalition formation process. It is recursive and includes
four phases, the initialization, the negotiation, the evaluation, and the finalization.
The rest of the paper is organized as follows. In the following section, we present some related work to the coalition
formation. In section 3, we develop the suggested negotiation model. Section 4 enumerates the proposed model
properties. Some experimental results are presented in section 5. Section 6 summarizes the contributions of this
paper and the research perspectives.

2 Related work

According to the literature, we consider two approaches for studying the coalition formation process, the macro-
scopic approach and the microscopic one. The macroscopic approach, which is based on the game theory, consid-
ers the coalition as the basic unit [9]. The microscopic approach considers agents as the basic unit where several
models were proposed and applied in many fields, especially the e-business [10] and the task allocation [7] [8] [3].
We focuss our discussion on the models based on the second approach which deal with the task allocation prob-
lem. In [7], the authors proposed a model where agents exchange their preferences w.r.t. the possible solutions.
Although, forcing agents to form alliances ensures the termination of the negotiation process, but the model does
not respect agents’ freedom since it imposes a solution which may not satisfy all agents.

1Coalition Formation for Task Allocation in Cooperative Information Systems.
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In [8], the authors propose a model where the agent that activates the negotiation process first filters agents of its
environment. It uses a multicriterion analysis to find agents that best satisfy its requirements. Then, it starts an
argumentative negotiation with the candidates, which are classified according to its preferences. This approach
does not ensure the reach of a consensus but limiting the negotiation time seems to be a reasonable strategy.
Two models are proposed in [3]. The first one is dedicated to the competitive agents. The agent selection is
based on a preference model, which is built using several criteria. The major inconvenient of this model is that
the representing agent of the coalition has a kind of authority on the coalition members. In the second model,
agents cooperate in an altruistic way. The model ensures the reach of a consensus and has some advantages like
the integration of the new partners one by one in the coalition. However, the altruistic strategy of agents does
not require the gradual integration of agents in the coalition. This approach seems to be interesting in the case of
egoistic agents. In [10], the authors proposed a formalization of the trust criteria which an agent grants to the other
ones of the environment. This trust modeling ensures the stability in the coalition formation due to its reliability.
However, the authors do not specify how to find the value of the current evaluation of trust. In order to response at
this question in our proposal, we will deduce the trust from some criteria.

3 CFoTACIS: A coalition formation-based negotiation model in CISs

Before describing the suggested model, let us admit the following assumption: an agent which wants to integrate
the CIS must update the portal of this CIS [4]. It must specify its localization, its know-how, the information about
its branch of industry, its competencies, its capital, etc.
CFoTACIS is recursive and includes four phases, the initialization, the negotiation, the evaluation, and the final-
ization. In the beginning of the negotiation process, the manager which is the first coalition member, follows only
the model phases. After that, when new partners join the coalition and become members, all the members try to
find the next partner. The negotiation process iters until the coalition size will be reached. Let us give the essential
description of the different phases

3.1 The initialization phase

The manager consults the portal of the CIS (first assumption) to obtain useful informations on agents. Then, it
decomposes the global task into subtasks w.r.t. the agents’ industry branches. For each subtask, the manager
makes a set of the candidates among agents of the environment.

3.2 The negotiation phase

The manager simultaneously sends the proposals to agents of the same set. The message which the manager sends
to the candidates must contain all information about the cooperation project, as well as the waiting period that
accords to them. Then, the manager receives the responses from the candidates. Figure 1 represents the state
transitions for a negotiation between a manager (m) and a candidate (c). After receiving a proposal from a manager
for cooperation, a candidate can:

• refuse to cooperate (refuse(c, m));

• accept to achieve the subtask (accept(c, m));

• accept to achieve the subtask and also propose to achieve another subtask(s) (ok(c, m));

• refuse to achieve the subtask but propose to achieve another subtask(s) (no(c, m));

• not answer. In this case, after the expiry of a waiting period, the manager considers the not reply as a
rejection (refuse(c, m)).

If the candidate agrees to cooperate, it must send to the manager a message that contains its consideration of the
cost and the time for achieving the subtask, as well as the maximum reply time that it grants to the manager to
evaluate the proposal.
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Figure 1: State transition graph of the negotiation between the manager (m) and a candidate (c)

3.3 The evaluation phase

After receiving the candidates’ responses, the manager evaluates and classifies them according to their importances.
The evaluation is made using a multicriterion analysis. This phase includes two stages. The first one deals with
the evaluation of the criteria and the second one with the aggregation of the evaluations.

Criterion evaluation

In this stage, the manager evaluates agents which sent their proposals according to various criteria. In [11], the
author defines a whole of interesting criteria for the selection of the most adequate partner. We select those which
seem most significant to our context. We have classified the criteria into three categories:
(a) Criteria related to the partner

- the cooperation degree of the candidate agent with the manager (D1)
- the cooperation degree of the manager with the candidate agent (D2)
- the quality of the relation (D3) deduced from three others subcriteria:

(i) respect of the allowed time for achieving the subtask (S1)
(ii) the quality of achieving the subtask (S2).
(iii) Honesty with regard to the profit distribution after the last experiment (S3)

- the experiment in the cooperation:
(i) the cooperation number carried out by the partner (A1)
(ii) the cooperation number carried out by the partner without interruption (A2).

(b) Criteria related to the cooperation
- the capital (C1).
- the technical capacity (C2).
- the technological competencies (C3)
- the existence of a single capability (C4).

(c) Criteria related to the candidate agent proposal The candidate must specify in its acceptance message the time
T and the cost C for achieving the subtask.

The aggregation stage

After the evaluation of the different criteria, the manager incorporates the evaluations associated with all the criteria
in order to have an overall estimate of each agent. In CFoTACIS, the aggregation of the criteria is used in two cases:
(i) For the trust quantification: The trust e, which results from the current relation with the agent partner, is carried
out using the equation

e = p1*S1+p2*S2+p3*S3

Where p1, p2, and p3 are the weights that the agent must specify and p1+p2+p3=1.
(ii) For the evaluation of each candidate: the aggregation operator is defined using a deviation at an aspiration
point which gathers the preferred values of the criteria [12]. The evaluations are represented using a vector named
b. The deviation b to the aspiration point a is defined by the relation.
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deviation(a,b) = Maxj=1..p(λ j(aj-bj))

With λ j=1/( Idealj- AntiIdealj) and p is the number of criteria. Ideal is a vector which gathers the maximal criteria
values of the evaluation vector and AntiIdeal is a vector which gathers the minimal criteria values of the evaluation
vector.
The best evaluation d* is that which minimizes the deviation to the aspiration point:

d*=min{ deviation(a,b)}

For well explaining the evaluation mechanism, let us consider the following example. Agents Ag1, Ag2, and Ag3
are evaluated according only to the criteria criterion1, criterion2, and criterion3 in the vectors eval1, eval2, and
eval3 (table 1).
Agents Ag1 Ag2 Ag3 Ideal antiIdeal λ
Criterion eval1 λ (Ideal-eval1) eval2 λ (Ideal-eval2) eval3 λ (Ideal-eval3)
Criterion1 0.18 0 0.10 1 0.14 0.50 0.18 0.10 12.5
Criterion2 0.16 0 0.12 1 0.15 0.25 0.16 0.12 25
Criterion3 0.10 1 0.18 0 0.15 0.375 018 0.10 12.5
deviation 1 1 0.50
d* 0.50

Table 1: An illustrative example of the adopted aggregation operator

3.4 The finalization phase

After evaluating agents’ proposals, the manager classes agents in a list according to their deviations. The manager
sends the agent which is at the head of the list a message for inviting it to join the coalition; else it contacts the
next agent in the list, and so on.
The coalition members merge their deviation vectors to have a unified view of the candidates. This merger allows
the coalition members to have supplemented information since agents have only a partial vision of their environ-
ment. The merger is carried out by the minimum operator. Let us consider an example showing how to make the
unified evaluation vector. Agent Ag3 is evaluated by the members Ag1 (eval1) and Ag2 (eval2) w.r.t. to the eleven
(11) criteria (see section 3.3.1).

eval1= (0.32, 0.56, 0.88, 20, 10, 2000, 1500, 5, 1, 0.53, 0.23)

eval2= (0.56, 0.12, 0.68, 20, 10, 2000, 1500, 5, 1, 0.53, 0.23)

The unified deviation vector is

eval= (0.32, 0.12, 0.68, 20, 10, 2000, 1500, 5, 1, 0.53, 0.23)

Thus, for each subtask, the coalition members together try to choose the adequate partner.
The negotiation process will be finished when the coalition size is reached, and therefore, the coalition members
start the execution of the tasks. Hence, with CFoTACIS, the decision of the coalition structure is collective.

4 The CFoTACIS Properties

The proposed model presents several advantages. The choice of the partners is carried out by the coalition mem-
bers thanks to the unification process of agents’ estimates carried out by each member. The adopted aggregation
operator does not authorize the compensation, which permits to choose a partner which has acceptable values for
all the criteria. CFoTACIS ensures the equity property because it offers the same chances to the candidates by
limiting the time of the binary negotiations. When the candidate specifies its waiting time, this avoid the coalition
members to send message to an agent that is no more waiting. Consequently, a considerable profit of time will
be obtained. When a partner disengages, it is obvious that it will be sanctioned. This sanction is expressed by
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the A2 parameter (see section 3.3.1.a). In this case, the coalition members have two alternatives for replacing the
disengaged agent. They propose the subtask to the coalition members to cheek whether it exists a partner which is
interested to achieve it. Therefore, a new negotiation process is avoided. The second alternative is applied when
there are not members which are interested. The coalition is obliged to start a new negotiation process to find
another partner. Finally, if the manager could not find partners or the required size of the coalition is not reached;
the negotiation process will be remade.

5 Experimental results

We have implemented CFoTACIS using JADE 3.0 (Java Agent DEvelopment). We have compared its perfor-
mances with those of a similar model [3]. We remind that in [3], the author proposed two negotiation models. We
are interesting to the one dedicated to egoistic agents considering the rationality of our agents.
We have made several series of experiments. In this paper, we show the effect of varying the agents’ and subtasks’
number on the global time of the negotiation process (figures 2 and 3).

Figure 2: The negotiation time versus the agents’ number for different subtasks’ number in CFoTACIS

Figure 3: The negotiation time versus the agents’ number for different subtasks’ number in the model proposed in
[3]

In each negotiation process, we fixe the subtasks’ number and we increase the agents’ number to finally deduce
the consumed time. The graphs presented in this section are drowning using the Origin 6.0 software.
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On the graph of figure 2 (CFoTACIS), we observe that we could vary agents’ number from 2 to 100 and subtasks’
number from 2 to 10. Whereas, on the figure 4 (the comparative model), we could vary agents’ number only from
2 to 8 and subtasks’ number only from 2 to 7. Therefore, we deduce that the CFoTACIS’ scalability is stronger
than the one of the comparative model. One reason of this result is that in the comparative model, all agents are
in competition for the coalition formation. So, if we have "n" agents in the system, we have also "n" parallel
negotiations which cause a scheduling problem in the system. On the other hand, we observe that the negotiation
time in CFoTACIS increases as agents’ and subtasks’ number increase. But this increase stills reasonable and very
small in comparing it with the one of the comparative model. This is due to the weak scalability of the last one.
Also, in the comparative model, there is no limitation of the negotiation time between agents

6 Summary and Conclusions

In this paper, we have proposed a coalition formation-based negotiation model for the cooperative information
agent-based systems, named CFoTACIS. The proposed model is inspired from the reality of the cooperation be-
tween enterprises. It includes four phases, the initialization, the negotiation, the evaluation, and the finalization.
The essential properties of CFoTACIS are its consideration of the preferences of the coalition members for choos-
ing the future partners. It does not apply any authority on agents and ensures the equity by limiting the time of
the binary negotiations due to the absence of the cycles in the proposed negotiation protocol. However, it does
not ensure the reach of a consensus but tries to encourage agents to cooperate. The simulation results show that
in CFoTACIS the spent time for the negotiation is reasonable and the messages’ number is deterministic. These
results have been confirmed by comparing the CFoTACIS’ performances with those of the negotiation model pro-
posed in [3].
In the future work, we will improve CFoTACIS so that it will ensure the reach of a consensus. Also, we will adopt
it in other application fields like e-commerce.
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Support for Development and Analysis of Real Time Programmable
Controller Applications

Doina Zmaranda, Gianina Gabor

Abstract: Real-time control systems have several features that distinguish them from other
computerized systems. The key feature is the timely response requirement: as it is well
known, for real-time systems it is important not only the functional correctness (correct re-
sults must be obtained), but also the moment when these results are obtained. This means that
the timing of a real time control system must be temporally predictable, the knowledge of the
timing behavior of tasks being crucial for the design of the system. In the latest years, several
academic researches were carried out, but unfortunately, none of the numerous published
analysis techniques and several prototype tool implementations triggers any improvements
for industrial use. Rather than invent another software engineering technique, this paper de-
scribes a pragmatic approach, which fulfils clearly defined needs. The presented approach is
based on a specific real-time control architecture that uses PLCs and cyclic paradigm; this is
motivated by the fact that a large category of industrial applications are and could be devel-
oped using this architectural structure.

Keywords: real-time control system, event/timed triggered model, determinism, temporal behaviour

1 Real-time programming models

Real-time systems are more difficult to design due to additional constrains to be met, namely: management of
physical resources, internal concurrency (multi-tasking), software distribution (which requires data and control
communication) and temporal performances or safety critical behavior [8].
There is a major difference in the optimization criteria applied to non real-time and real-time systems: for non
real-time applications design is oriented to obtain a good average performance; by contrast, for real-time systems
the execution time must be temporally predictable, or, at least, to be easy to analyze its temporal behavior [4][13].
Another important aspect that must be considered is the way of mapping and dealing with time with respect to the
resulting value and time determinism of the real-time system. A real-time system is value and time deterministic
if, given a sequence of inputs, the same sequence of outputs at the same time is obtained after the process compu-
tation. A system that is value and/or time-deterministic exhibits predictable behavior (both for time and functional
aspects), and thus being easy analyzable [3].
Currently, at least two real-time programming models could be considered [1]:

• the event-triggered model – that is based on scheduling computation. A scheduling real-time program
consists of several processes that are scheduled using a specific scheduler. The necessary time for a software
task to complete (task execution time) may vary depending on performance, utilization and scheduling algo-
rithm, and is not pre-determined by the model. The execution time of each task is constrained by a deadline:
the task must complete before its deadline, otherwise the real-time performance will be degraded.

• the timed-triggered model – is based on the idea that computation and communication are initiated at
specific, predetermined time moments. In contrast to the event-triggered model, the behavior of a program
that is based on the timed-triggered approach depends on program’s context, not on utilization and schedul-
ing scheme. Like in the event-triggered model, tasks are also subject to deadlines. The timed model is
best suited for embedded control systems, which require strict timing predictability, than the event-triggered
model. The implementation of the event-triggered model is based on scheduled processes. The design of
such scheduling processes is dominated by the scheduler, in most of the situations a deadline scheduling
policy being applied. This is the strength and, in the same time, the weakness of the model: because the
scheduled processes are not restricted in their control flow and can be triggered and executed any time, the
model is not compositional with respect to value or time determinism [8].

The implementation of a real-time system based on timed-triggered model is based on timed processes, which
may run concurrently; but, as a simplifier hypothesis, a single periodic task may be considered, thus being also
timed-triggered. The system designer specifies very accurate the timing for the timed processes; consequently, the
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timing characteristics of the whole program is known in advance, being time safe [7]. When several processes are
implied, a verification of time safety could be done (if there is enough time available for each process to execute)
using execution time analysis. Checking the time safety is not easy, and requires very good knowledge about
computer performance, utilization and process interactions (the context with other processes).
The best way to achieve time safety and, consequently, deterministic and predictable timing behavior is to use
a timed task that is periodic. A timed task typically consists of a part that deals with process computation, and
an input/output part, that deals with input/output operations from and to the memory where data on which task
operates are available. Thus, the execution of the task begins with the execution of the input part (reading input
data), followed by the execution of the task. Data output will be executed after the task completes, exactly at the
time when the logical execution of the timed tasks elapsed. Consequently, the communication with a timed task
could be realized only before and after and not during the execution of the task.
Implementation of the timed-triggered model using timed tasks leads to more precise timing than fast execution:
on the other side, a value and time deterministic behavior of the system could be achieved [6].

2 PLCs and timed-triggered model

The timed-triggered task model could be implemented in real-time systems using PLCs (Programmable Logic
Controllers). PLCs are a class of real-time computers mainly used for industrial control and embedded systems
[14]. Because PLCs represent specialized computers used in real-time control systems, their structure and opera-
tion mode is slightly different from conventional computers, conventional computers being generally well suited to
an implementation based on event-triggered model. On the other side, the hardware structure and specific operation
mode made PLCs very well suited to implementations based on timed-triggered approach [2]. This assertion is
proved in Figure 1 that shows the specific PLC program cycle. According to the program structure from Figure 1,
the PLC program can be viewed as a single timed task that executes periodically. It has an input and an output part,
as it was described in the timed model; besides, some parts regarding communication and processor overheads
were added.

Figure 1: Program structure for PLCs

Estimation of time behaviour for a PLC program relies on estimation of maximum scan time of the control program.
The diagram below shows the main operating cycle time steps for PLCs. These are the following [9]:

• input – reads the status of input modules and updates the input image in the processor with this information
(read into the data table from processor’s memory)

• program scan – executes the program processing, based on the inputs
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• output scan –updates the output image and transfers the output image information to the output modules

• communications – takes place communication with programmers and other network devices

• processor overhead – takes place several processor internal housekeeping actions: performing program
pre-scan, updating the internal status files

The development of a PLC application usually requires [12]:

• configuration of PLC architecture

• selection of number, type and address of the inputs and outputs used

• writing and debugging the control program

Figure 2: An example of ladder program

The main issues when analyzing the time safety for a PLC program implementation is to assess correctly the time
base (dT). The time base depends of processor speed, the length of the control program, as well as the number of
input/outputs connected.
All above factors have to be taking into account when estimating dT. Calculations should be done based on the
actual configuration of the system (number and type of input/output/modules, communication issues, program
instructions on several possible paths of the control program) and on specific values given by the producers. The
evaluation of program (ladder) execution time is based on the execution times for each type of instruction (assuming
the true state) given by the producer; these values must be added for each rung.
For example, for the very simple example program form Figure 2, the total estimated execution time was the
following:

• first rung: 38 microseconds

• second rung: 139 microseconds

• third rung: 288 microseconds

Results a total of 465 microseconds estimated time. This time should be used further for calculating the overall
execution time that includes all the factors that were listed above. An important fact that must be considered is that,
usually, a control program could execute different program paths (when possible, implemented with subroutines)
depending on the input data values. Estimation of execution time should consider all possible paths, and rely on
the maximum calculated value.
The Table 1 describes the main steps in estimating minimum and maximum execution time for a PLC program,
using an example for Allen Bradley SLC-500/04 processor [15]. All values are given in microseconds. Other types
of analog input and output modules are not considered in the above table. If there are present, they should be added
with specific number/specific time value.
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>From the above example, we can conclude that scan time analysis provides two estimated values: for minimum
and maximum estimated time. Because, according to the PLC program execution mode, it is possible that an input
change to be observed only in the second program execution cycle, in order to assure time safety the following
relation should be accomplished:

Tdeadline « 2 texecution_time_max

Because, tscan_time_max is considered the worst case for hard real-time requirements, although from soft real-time
requirements, the minimum value could be also considered. If the above assertion holds, in the given execution
environment the performance is faster than required by a particular application under worst case conditions. For
this case, the hardware is “over dimensioned” and performance concerns are not an issue.
If imposed deadline is as the same order of magnitude as 2 texecution_time_max, than careful testing of temporal
properties of implemented code is required. Parts with tight deadlines should be inspected in order to avoid
situations, like when program code flows against the program scan [11],[9].

1. Estimate the input scan time for input modules Minimum Maximum
Type of module Number Specific value Total = total input =minimum
Discrete 8 point 2 197 394 time +101 scan time +
Discrete 16 point 1 313 313 number of
Discrete 32 points 0 545 0 analogue x 50
Analog combo input 1 652 652
Total input time 1359 1460 1510
2. Estimate the output scan time for output modules
Type of module Number Specific value Total = total input =minimum
Discrete 8 point 1 173 173 time +138 scan time +
Discrete 16 point 3 272 816 number of
Discrete 32 points 0 470 0 analog x 50
Analog combo output 1 620 620
Total input time 1609 1747 1797
3. Estimate the program execution time
Number of rungs 3 1 3
Program execution time all instructions are true 465 468 468

4. Processor overhead time 178 278
Total input + output + program+overhead 3853 4053
5. Communication overhead
Background total x 1(min) ; total x 1.4 (max) 3853 5674
Foreground + 0 (min) ; +2310 (max) 3853 7984
Total execution time divided by 1000 for ms 3.853 ms 7.984 ms

Testing the actual PLC program and measurement-based evaluation of execution time could be also done, if sup-
ported, using several PLC’s facilities:

• processor’s test mode: the ladder execution program begins, but the states of outputs are not written to the
real I/O devices; it is used mainly for testing program functionality

• processor single-scan mode: the ladder execution begins, but only for one scan

Some PLC processors also provide status bits that contain values for current scan time and/or average scan time;
measurement-based assessment of program scan time could be also done using these values [5]. But it is important
to notice that such values consider only the actual program and doesn’t take into account the whole possible
program paths that could lead to different execution time values.
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3 Support tool implementation

In the literature, it is often claimed that time analysis and estimation tools for real-time systems should support
generic software structures. But, this requirement makes analysis and development of such tools very complex.
It would be a better strategy that, in development of the analysis tool, to exploit simplifications from the concrete
application context [10]. As a potential benefit, the precision of the WCET analysis tool will be improved and also
the implementation complexity will be reduced.
Starting from the above idea, a support application was developed, dedicated to timing evaluation for the specific
domain of real-time embedded and control systems that were implemented using PLCs. The application was
written in VisualC and permits to set all the characteristics for a given controller. It permits that all calculations to
be done automatically, according to the procedure given in the above example.
However, to obtain program execution time estimation, requires knowing and testing every relevant execution
scenarios of the code. A concrete execution scenario is determined both for the initial state and for the values
of actual input parameters. Because of the linear structure and cyclic operation of the PLCs program code, an
exhaustive analysis of all program paths is, in this case, feasible. In order to evaluate minimum and maximum
execution program times, calculations are based on information regarding program structure that is described
using a graph structure. Consequently, at the beginning of the time analysis, a model of the application, based on
application structure is generated, using a weighted graph. The graph abstracts the program structure indicating
all possible paths in the program code using several nodes; transition to each node is annotated with information
regarding the number of rungs/path. It is important to construct an accurate execution graph model, in order to
obtain an accurate evaluation. When the complexity of the model increases too much, safe approximation should
be used. An example for a given program structure is presented in Figure 3.
In the above example, according to the PLC program structure, it was supposed that the program consists of a
main part and several subroutines that were called or not depending on initial conditions. If some subroutines are
disjunctive for a set of input data, they are represented in parallel; otherwise, a serial approach is used. The values
for each edge were established according to the length of the path (time/path –because each subroutine has only a
single-path, time execution could be easily estimated). The return paths are denoted with value 0, in order not to
affect the overall total time calculations.
Based on the constructed model, and using maximum graph flow algorithms, the maximum path could be deter-
mined for the given graph, and, for this the maximum execution time could be calculated [16]. Maximum path is
chosen based on the idea that, given a set of initial conditions, all possible paths are considered. The calculated
value will be then considered further in the scan time estimation part of the application, for calculating the total
scan time.
The framework makes all calculations according to the principles given in Table 1, and based on execution program
time given by the previous graph estimation. Using this framework one can assess the maximum scan time for a
given type of controller. For the time being, the number and type of instruction are given to this framework
manually; for the future, it is intended to develop a tool which parses the program file and provides to the framework
automatically the number and type of program instructions for further calculations.
The simplified program structure of code programs in the controller makes timing analysis easier. Being an ap-
plication specific framework specifically designed for such controller-in-the-loop implementation, its limitations
are evident; one of the most important one results from the fact that the tool provides a static evaluation method.
Consequently, it produces safe upper bounds, but with the price of overestimation used during the calculations.
But, hard real-time applications require a provision of safe upper bounds, so the developed application proves its
practical feasibility.

4 Conclusions

This paper presents some real-time system models, focusing on the timed-triggered model considered the support
for the development of value and time deterministic real-time programs that are applied in the context of embedded
and control systems. A possible software architecture that can be used is described; the way these enhancements
help the programmer to emulate the dynamic operation of a specific application to alternative scenarios being also
presented. For this one, a software tool was developed, tool that could be used for timing properties estimation
of real-time control systems that are implemented using PLCs. Using this tool, the way of estimating the control
program execution time is investigated; a practical method, motivated by the observation of every-day real-time
control systems, that uses time to achieve predictability of activities, is developed. In this idea, common sense
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Figure 3: Graphical modeling of a program structure

concepts of time provide means for orientation, regulation and coordination; this practical significance can guide
the development and analysis of real time control systems. A brief example that illustrates the analyse steps of
a particular controller application is described. These steps were integrated into an application that automatically
estimates the timing properties for a given program.
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Lupşe V., 366

Majhi B., 301
Martel C., 163



Mesaros A., 308
Minea M., 313
Moldovan G., 470
Moldovan G.S., 320
Moraru B., 80
Muscalagiu I., 326, 355

Nechita N., 146, 332
Negulescu S.C., 68
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Nicolăescu S., 349

Oancea B., 336
Oros H., 386

Pârv M., 366
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Văleanu M., 470
Vaida M.F., 262
Vasilescu A., 459
Vatavu R.D., 465
Vescan A., 474, 480
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