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On DPA-Resistive Implementation of FSR-based Stream Ciphers using
SABL Logic Styles

Reza Ebrahimi Atani, Sattar Mirzakuchaki, Shahabaddin Ebrahimi Atani, Willi Meier

Abstract:
The threat of DPA attacks is of crucial importance when designing cryptographic
hardware. This contribution discusses the DPA-resistant implementation of two eS-
TREAM finalists using SABL logic styles. Particularly, two Feedback Shift Regis-
ter (FSR) based stream ciphers, Grain v.1 and Trivium are designed in both BSim3
130nm and typical 350nm technologies and simulated by HSpice software. Circuit
simulations and statistical power analysis show that DPA resistivity of SABL imple-
mentation of both stream ciphers has a major improvement. The paper presents the
tradeoffs involved in the circuit design and the design for performance issues.

Keywords: DPA attack, Stream cipher, Grain v.1, Trivium, SABL, Standard CMOS.

1 Introduction

The term of security for a cryptographic primitive can be considered from two points of view: math-
ematical security (resistance against classical cryptanalysis) and the second one is physical security.
Physical attacks on cryptographic devices take advantage of implementation-specific characteristics to
recover the secret parameters. They are therefore much less general since they are specific to a given
implementation but often much more powerful than classical cryptanalysis, and are considered very se-
riously by cryptographic devices implementors. A side-channel attack occurs when an attacker is able
to use some additional information leaked from the implementation of a cryptographic function to crypt-
analyze the function. Clearly, given enough side-channel information, it is trivial to break a cipher. One
side channel attack in particular, namely the differential power analysis (DPA) is of great concern. It
was first reported by Kocher et al. in 1998 that the power consumption of a smart card could reveal
the secret key of the cryptographic algorithm [1]. DPA is a well-known and thoroughly studied threat
for implementations of block ciphers (DES and AES), public key algorithms (RSA) and recently stream
ciphers (Grain and Trivium [4]).

Stream ciphers as part of the symmetric key cryptography family, have always had the reputation
of efficiency in hardware and speed. They have attracted much attention since the beginning of the
eSTREAM project in 2004. Although there is vast literature about DPA on implementations of block
ciphers and public key algorithms, only few publications can be found about DPA attacks on stream
ciphers ([2], [3], [4], [8], [13], [14]).

In power analysis attacks, it is assumed that the power consumption of a circuit is correlated to the
data handled. An attacker can therefore recover secret information by simply monitoring the power
signals of a running device.

Stream ciphers require frequent synchronization to prevent synchronization loss between sender and
receiver. Normally the initialization will be done with the same secret key and with a different initial
value IV. So an attacker can disrupt the synchronization and apply a new known IV and measure the
power traces in the initialization phase to apply a DPA on the embedded system of the stream cipher. So
far, there is only one report on a practical DPA targeting hardware implementations of stream ciphers
[4]. In that paper, a chosen IV DPA attack on Grain and Trivium stream ciphers has been described and
executed. Protecting implementations against DPA attacks is usually difficult and expensive. The goal of
countermeasures against DPA attacks is to make the power consumption independent of intermediate val-
ues of the stream cipher. In general, there are three basic groups into which these countermeasures can be

Copyright © 2006-2008 by CCC Publications
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characterized: protocol countermeasures, algorithmic countermeasures, and hardware countermeasures
[11].

The principles of the countermeasures can be implemented at different levels in a cryptographic
device. In general, these techniques are theoretical countermeasures and only reduce the side channel
leakage and do not fundamentally prevent a DPA. But the advantage of these countermeasures is to make
the attack significantly harder. In this article, we provide a brief overview of hiding and masking logic
styles (hardware countermeasures) and particularly we will use sense amplifier base logic (SABL) for
secure implementation of stream ciphers. SABL is a logic style that uses a fixed amount of charge for
every transition, including the degenerated events in which a gate does not change state. In every cycle,
a SABL gate charges a total capacitance with a constant value.

So far, there has not been a unified architecture which can be used as a test bench for applicability
of logic styles on stream ciphers. Regarding this, two FSR-based stream ciphers - Grain v.1 and Trivium
stream ciphers - are implemented in cell level to find out the tradeoffs involved in designing the archi-
tecture and performance issues. Power traces of the resulting circuits exhibit that SABL significantly
reduces signal to noise ratio (SNR). The rest of the paper is structured as follows: a general model of
power analysis attack on stream ciphers is given in Section 2. Section 3 describes an overview of DPA
Countermeasures on cell level. In sections 4 and 5 the descriptions of Grain v.1 and Trivium are ex-
plained. Design and simulation issues are described in section 6 and finally, conclusions are drawn in
Section 7.

2 Differential Power Analysis of Stream Ciphers

DPA is based on the fact that CMOS logic and application specific details cause logic operations to
have power characteristics that depend on the input data. It relies further on statistical analysis and error
correction to extract the information from the power consumption that is correlated to the secret key [1].
In a DPA a hypothetical model of the device under attack is used to predict the power consumption. The
classical setup for a DPA on stream ciphers is illustrated in Fig. 1. Output power traces are determined
by the input data, IV, private key, output of the device and by many other parameters. An attacker to
some extent has the potential knowledge of some of them (e.g. IV, input data and output data) while
others are unknown. Regarding a DPA attack, multiple measurements of the power consumption of a
cryptographic device are made. For each measurement, different chosen IV’s are sent to the device.
Since the cryptographic algorithm is known, a hypothesis on intermediate values can be used to calculate
the targeted data values based on the random input values. If the correct hypothesis is used, the targeted
data values are calculated correctly for all measurements. According to (1), the total power consumption
of an embedded device depends on 3 factors:

PTotal = PCons. +PNoise +PDD. (1)

With the help of statistical methods (calculation of correlations, mean values, etc.), the randomness of the
data values that are not targeted (PConst. : leakage currents and data independent power consumption and
PNoise: which comes from electrical noise) is exploited to reduce their effects on the power consumption
traces. PDD is the data dependent power consumption and is targeted in statistical analysis. After all,
the result of the statistical operation indicates which key hypothesis is correct. Normally, a hamming
distance power model is used to map the transitions that occur at the outputs of cells of a netlist to
power consumption values. In CMOS gates, it is reasonable to assume that the main component of the
data dependent power consumption is the dynamic power consumption which is the power dissipation of
charging and discharging of output capacitance nodes (P0→1 or P1→0). In a CMOS gate, we can express
dynamic power consumption by:

PDynamic = N ·CL · f ·V 2
DD (2)
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where CL is the gate load capacitance and N is the probability of a 0 → 1 or 1 → 0 output transition
and f is the clock frequency. This equation shows that the power consumption of CMOS circuits is
data dependent. Note that N is the most important factor in the hypothetical model. There are different
techniques for calculation of it. For example, a variable gate delay model can be used for measuring the
number of transitions and glitches of a circuit [7]. This technique can be easily applied to circuits by
using a VHDL simulator in Register Transfer Level.

Figure 1: Differential power analysis model of stream ciphers.

3 DPA Countermeasures on Cell Level

So far, several methods in different ways have been proposed to counteract DPA attacks. In this
section different known DPA countermeasures on cell level (hiding and masking techniques) are briefly
presented and then their merits and disadvantages will be discussed.

The first structured approach to counteract DPA attacks at the cell level was the use of hiding logic
styles. These styles try to break the correlation between an algorithm’s intermediate results and the power
consumption of the cryptographic device that executes this algorithm by making the instantaneous power
consumption of the cells either random or the same in each clock cycle. The three major types of hiding
logic styles are: Dual-Rail Precharge (DRP), Asynchronous, and Current Mode Logic (CML). DRP
logic styles are the most popular types. For instance, SABL [10] and Wave Dynamic Differential Logic
(WDDL) [15] are dual rail precharge logic styles whose logic gates are driven by a precharge signal
to prevent glitches, and each logic signal is represented by two complementary wires. Other examples
of DRP logic styles are Dual Spacer Dual Rail logic (DSDR), Three-phase Dual-rail Precharge Logic
(TDPL) [16], and Three State Dynamic Logic (3SDL). Data dependent time of evaluation of the WDDL
and its memory effect made it vulnerable to DPA attacks. One of the major drawbacks of hiding logic
styles is the balancing of the cells and interconnect layouts to achieve constant power consumption. Since
the charge and discharge of output nodes of dynamic and differential styles follow simple RC charge and
discharge, cells and wires must mainly be balanced in a capacitive and resistive manner. But due to
process variations, complex cross-coupling effects, and area limitations it is a hard task.

Besides hiding, masking at the cell level has become popular during the past few years. Using
a masked logic style, designers also break the correlation between an algorithm’s intermediate values
and the power consumption of the cryptographic device that executes this algorithm. All intermediate
values are masked by a random value. The cells then process only the masked intermediate values and
their corresponding mask. Because the unmasked values and the masked value are uncorrelated, power
consumption of the cell also remains uncorrelated to intermediate values. Generally there are two types
of masking operation: boolean masking or arithmetic masking. If the masked cells are not activated in a
data or operation dependent manner, masked logic styles counteract DPA attacks. There are two different



On DPA-Resistive Implementation of FSR-based Stream Ciphers using SABL Logic Styles 327

possible masking schemes: one mask per circuit (single masking) or one mask per signal. These masked
bits are normally prepared by some random number/sequence generators.

Before, masking was mainly used at the architecture level. As a result, only a few practical results
are available for this type of cell level countermeasure. For examples Masked Dual rail Precharge Logic
(MDPL) [17] and Dual rail Random Switching Logic (DRSL) [18] were introduced by combining the
masking scheme and dual rail precharge logic in order to use semi custom design tools without routing
constrains. Designers can implement MDPL cells using commonly available conventional single rail
standard cells. Only sequential cells are connected to the clock signal, and combinational cells precharge
their outputs when their inputs have been set to the precharge value. The memory effect can reduce the
DPA resistance of masked logic styles. Practical evaluations of the manufactured chips have also shown
that early propagation is also a major threat to the DPA resistancy of masked logic styles.

Although all these efforts, it has been shown ([19], [20], [21]) that MDPL leaks information. For
example in [19], it has been shown that MDPL is susceptible to the early propagation effect. In order
to combat the early propagation issues, the designers of MDPL introduced a so called improved MDPL
(iMDPL). In each iMDPL gate there is an evaluation precharge detection unit, which consists of three
(CMOS) AND gates and two (CMOS) OR gates. Hence it is not surprising that the area requirements for
iMDPL gates increased significantly compared to MDPL gates. Another threat to masked circuits is the
detection of the mask value, which lets attackers completely cancel out the effect of masking in a DPA
attack. In particular, such an attack is dangerous for single masked circuits, where only one mask value
is used for all signals in the circuit. Increasing the number of mask values per circuit is an option but it
is impractical regarding its high complexity and area utilization.

4 Sense Amplifier Based Logic

In this paper we will concentrate on SABL [10] for DPA resistive implementation of stream ciphers.
SABL is part of the DRP logic styles. Fig. 2 shows the transistor schematic of standard SABL gate
library used for implementation of ciphers. Equation (3) illustrates the power consumption of a SABL
gate,

P = CL · f ·V 2
DD +CClk · f ·V 2

DD (3)

where CL represents the total output capacitance of the gate and CClk is the clock propagation circuitry
capacitance. As can be seen in the Fig.2, SABL gates can be designed using Differential Pull Down
Networks (DPDN) or Differential Pull Up Networks (DPUN), controlled respectively by clk and clk.
This allows two modes for cascading SABL gates: domino connection (by connecting the outputs of the
gate to the inputs of the next gate through inverters) or NP-connection (N-gates followed by P-gates like
in NP-logic).

In SABL, the concepts of dual rail and precharge logic are combined to achieve constant power con-
sumption. Precharging breaks a signal’s sequence of values by splitting each clock cycle into precharge
and evaluation phases. In the precharge phase, the complementary wires encoding a signal are set to
a predefined precharge value, such as 1. In the subsequent evaluation phase, one of the two comple-
mentary wires is set to 1 according to the actual value that is processed. As a result, for each signal in
a circuit, exactly one 0 → 1 transition and one 1 → 0 transition occur in a clock cycle. By ensuring a
balance between the complementary wires between cells on the one hand and a balance of the internal
structure of the cells on the other hand, designers can achieve constant power consumption. The price
is high power consumption and high current spikes of these gates which appear at the beginning of the
precharge phase. By the use of delayed clock mechanism introduced in [13] and [14] we can reduce the
peak of these spikes.

But in practice the throughput is highly dependent on layout design of the chip to have balanced
complementary wires. Since the charge and discharge of output nodes of differential styles follow simple
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Figure 2: (i) SABL D-flip flop (ii) SABL Nand2 gate (iii) SABL Xor2 gate

RC charge and discharge, cells and wires must mainly be balanced in a capacitive and resistive manner.
But due to process variations, complex cross-coupling effects, and area limitations this is hard to achieve.
Avoiding these effects often requires custom cell design, which involves considerably more design effort
than using available standard cells.

5 Grain Stream Cipher

Grain v.1 [5] is a stream cipher introduced in 2005 as a candidate for the hardware profile of eS-
TREAM project. Grain v.1 is a binary additive synchronous stream cipher with an internal state of
160 bits si, si+1,. . . , si+79 and bi, bi+1,. . . , bi+79 residing in a linear feedback shift register (LFSR) and
a nonlinear feedback shift register (NLFSR), respectively. The design of the algorithm mainly targets
hardware environments where gate count, power consumption and memory is very limited. The key size
of Grain is 80 bits (ki, 0≤ i ≤ 79). Additionally, an initial value of 64 bits (IVi, 0≤ i ≤ 63) is required.
In initialization phase, all 80 NLFSR elements are loaded with the key bits, (bi = ki, 0 ≤ i ≤ 79), then
the first 64 LFSR elements are loaded with the IV bits, (si = IVi, 0 ≤ i ≤ 63). The last 16 bits of the
LFSR are filled with ones. f (x) and g(x) are two polynomials used as feedback function for the LFSR
and NLFSR.

f : si+80 = si+62⊕ si+51⊕ si+38⊕ si+23⊕ si+13⊕ si (4)

g : bi+80 = si ⊕bi ⊕bi+9⊕bi+14⊕bi+21⊕bi+28⊕bi+33⊕bi+37⊕bi+45⊕bi+52⊕bi+60⊕
bi+62⊕bi+63 ·bi+60⊕bi+37 ·bi+33⊕bi+15 ·bi+9⊕bi+60 ·bi+52 ·bi+45⊕
bi+33 ·bi+28 ·bi+21⊕bi+63 ·bi+45 ·bi+28 ·bi+9⊕bi+60 ·bi+52 ·bi+37 ·bi+33⊕
bi+63 ·bi+60 ·bi+21 ·bi+15⊕bi+63 ·bi+60 ·bi+52 ·bi+45 ·bi+37⊕ (5)

bi+33 ·bi+28 ·bi+21 ·bi+15 ·bi+9⊕bi+52 ·bi+45 ·bi+37 ·bi+33 ·bi+28 ·bi+21

The output function h(x) uses as input selected bits from both feedback shift registers:

h(x) = x1⊕ x4⊕ x0 · x3⊕ x2 · x3⊕ x3 · x4⊕ x0 · x1 · x2⊕
+ x0 · x2 · x3⊕ x0 · x2 · x4⊕ x1 · x2 · x4⊕ x2 · x3 · x4 (6)
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where the variables x0, x1, x2, x3, and x4 corresponds to the tap positions si+3, si+25, si+46, si+64 and
bi+63 respectively. The output of the filter function is masked with the some state bits from the NFSR to
produce the keystream zi:

zi = bi+1⊕bi+2⊕bi+4⊕bi+10⊕bi+31⊕bi+43⊕bi+56⊕h(si+3,si+25,si+46,si+64,bi+63)

This output is used during the initialization phase as additional feedback to LFSR and NLFSR.
During normal operation this value is used as key stream output. The generated output bits per clock
cycle is called Radix. By implementing the small feedback functions, f (x) and g(x), and the output
function several times the speed of Grain can easily reach up to Radix-32.

6 Trivium Stream Cipher

Trivium [6] is a stream cipher introduced in 2005 as a candidate for the hardware profile of the
eSTREAM project. Trivium has an internal state of 288 bits ai,ai+1, . . . ,ai+92, bi,bi+1, . . . ,bi+83 and
ci,ci+1, . . . ,ci+110 - residing in three coupled NLFSRs A, B, and C of 93, 84, and 111 bits respectively.
Trivium has a key k = (k0, . . . ,k79) of 80 bits as well as an initial value IV = (IV0, ..., IV79) of 80 bits.
The initialization of the key and IV is done as follows:







(a0, . . . ,a92) = (0, . . . ,0,k79, . . . ,k0)
(b0, . . . ,b83) = (0,0,0,0, IV79, . . . , IV0)
(c0, . . . ,c110) = (1,1,1,0,0, . . . ,0,0)

(7)

Then, the state is updated over 4 full cycles, according to (3), but without generating key stream bits.
After 1152 clocking it outputs a key stream bit zi.







ai+93 = ai+24⊕ ci ⊕ (ci+1 · ci+2)⊕ ci+45

bi+84 = bi+6⊕ai ⊕ (ai+1 ·ai+2)⊕ai+27

ci+111 = ci+24⊕bi ⊕ (bi+1 ·bi+2)⊕bi+15

(8)

zi = ai ⊕bi ⊕ ci ⊕ai+27⊕bi+15⊕ ci+45 (9)

Trivium has a very simple structure that is well suited for different Radix implementations from
Radix-1 to Radix-64 without noticeable hardware penalties.

The basic structure of the Grain v.1 and Trivium stream ciphers are shown in Fig. 3. In April 15,
2008, the eSTREAM competition was finished and according to the final report [12] both ciphers were
selected among the four finalists of the H/W profile.

7 Design and Simulation Results

Both eSTREAM candidates are modeled at transistor level using a spice netlist. Circuit design of
Grain v.1 and Trivium are mainly based on the techniques presented in [13] and [14]. In order to specify
the impact of minimum feature size on the design, ciphers are designed using two technologies: typical
BSIM3 0.13µm CMOS SOI technology and typical 0.35µm CMOS SOI technology. Spice simulations
were run to test the circuits by test vectors provided by the inventors of the ciphers using Hspice circuit
simulator and C compiler. Domino cascading scheme is used for all SABL gate connections to make
sure having a 0→ 1 transition in the input of all cascaded gates to prevent possible glitches. First a new
standard gate library based on SABL logic is designed. Minimum possible sized transistors are used to
lower the total capacitance to get lower dynamic power in (2). This will also minimize the charging time
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Figure 3: (i) Grain stream cipher (ii) Trivium stream cipher.

during precharge phase. Besides, this will help to cut the current spikes in the beginning of the precharge
phase of each cycle. In order to get rid of the spikes, a delayed clocking mechanism is used [13], [14].

In order to increase security and speed of the initialization phase, a parallel data loading scheme is
used, since in case of serial bit loading a straight forward simple power analysis attack is very likely
to be successful in recovering all key bits. In parallel loading, key and IV will be loaded in the state
bits after the first rising edge of the CLK signal. The gate level architecture of the parallel data loading
scheme for standard CMOS is shown in Fig. 4. Note that in case of SABL all the wires and gates are
dual rail. The area overhead is three Nand2 gates for each FlipFlop of the FSRs in the ciphers. Since all
the components in the architecture need aCLK signal for switching from precharge phase into evaluation
and vice versa, a chained buffer clock signal is needed. For the standard CMOS implementation of a the
stream ciphers, standard two input Nand gates (4 Transistors), 8 transistor two input Xor gates, and the
former 24 transistor, edge triggered D-FlipFlops (using eight Nand2), are used. In order to monitor all
current variations, one sample has been taken every 50ps. Both simulations were run for four different
80-bit keys and IV’s (64 bit IV for Grain v.1) in both SABL and standard CMOS designs. All power sim-
ulations are observed by 5MHz clock signal. The average power consumption per cycle was extracted by
averaging the power consumption on 100 consecutive clock cycles. Then, the Mean Power Consumption
(MPC), the Power Consumption Standard Deviation (PCSD), the Normalized Energy Deviation (NED)
and Normalized Standard Deviation (NSD) were extracted for each simulated logic style (10). For ex-
ample Supply current traces for standard CMOS design of Grain v.1 for the choice of K2, IV3 (in Table
1) in initialization phase is shown in Fig. 5.

NED =
max(energy/cycle)−min(energy/cycle)

max(energy/cycle)
,NSD =

PCSD

MPC
(10)

In terms of transistor cost, the complete Trivium (including parallel data loading and clock buffering
circuitary) required ≈ 23000 transistors for the SABL and ≈ 8500 transistors for the standard CMOS.
In case of Grain v.1, ≈ 13500 transistors for the SABL and ≈ 6000 transistors for the standard CMOS
are needed, confirming more than two times higher hardware cost for SABL styles. Table 1 shows the
summary of final statistical power analysis results. For example in 0.13µm technology, and for K1, IV1,
for Grain v.1, PCSDSABL

PCSDSCMOS
= 0.016 which shows that the power consumption fluctuations of SABL im-

plementation is nearly 1.6% of standard CMOS (Power = Current ×Costant Supply Voltage). This is a
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Figure 4: Parallel data loading scheme in FSRs (standard CMOS)

Figure 5: supply current variation of Standard CMOS design of Grain v.1 in 350nm technology
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Table 1: Statistical power analysis of Trivium and Grain v.1 for different 80 bit hexadecimal key and IV’s
(K1 = AA . . .A, K2 = 80 . . .0, IV1 = 55 . . .5, IV2 = FF . . .F , IV3 = 00 . . .0, IV4 = 11 . . .1). [Note that in case of Grain v.1 the IV’s are 64 bits]

Stream Cipher Trivium Grain

Trivium MPC [µW ] PCSD [µW ] NED NSD MPC [µW ] PCSD [µW ] NED NSD

SABL 0.35µm,Vdd = 3.3V,VT N = 0.6V,VT P = −0.85V

K1, IV1 949 1.2632 0.0091 0.00133 616 0.9497 0.0136 0.00154

K1, IV2 940 1.2469 0.0106 0.00132 605 0.9375 0.0111 0.00155

K2, IV3 938 1.2403 0.0089 0.00131 601 0.9318 0.0122 0.00155

K2, IV4 943 1.2531 0.0117 0.00133 611 0.9393 0.0120 0.00153

S-CMOS 0.35µm,Vdd = 3.3V,VT N = 0.6V,VT P = −0.85V

K1, IV1 641 49.1 0.3292 0.0766 421 26.8 0.2784 0.0636

K1, IV2 637 19.3 0.2351 0.0303 402 18.5 0.1905 0.0460

K2, IV3 629 23.5 0.3139 0.0374 397 17.1 0.2187 0.0430

K2, IV4 635 41.7 0.2842 0.0657 415 29.6 0.3882 0.0713

SABL 0.13µm,Vdd = 1.2V,VT N = 0.4V,VT P = −0.39V

K1, IV1 545 0.8435 0.0061 0.0015 378 0.7610 0.0124 0.0020

K1, IV2 537 0.7927 0.0054 0.0014 371 0.7424 0.0082 0.0020

K2, IV3 536 0.7831 0.0050 0.0014 369 0.7291 0.0079 0.0019

K2, IV4 541 0.8237 0.0059 0.0015 374 0.7482 0.0101 0.0020

S-CMOS 0.13µm,Vdd = 1.2V,VT N = 0.4V,VT P = −0.39V

K1, IV1 337 31.20 0.8945 0.0926 258 22.50 0.7889 0.0872

K1, IV2 321 16.12 0.8191 0.0190 246 14.14 0.8026 0.0545

K2, IV3 319 17.14 0.8614 0.0537 242 12.31 0.8402 0.0509

K2, IV4 326 29.94 0.9218 0.0918 252 21.72 0.7924 0.0862

major improvement but still PCSDSABL 6= 0 and very small current variations are detectable. The overall
comparison between SABL and standard CMOS design for 4 different key and IV choices (Table 1) is
shown in Table 2. DPA resistivity factor is calculated in (11):

DPA Resistivity ∝
1

PCSD
(11)

One of the fundamental parameters of a cryptographic algorithm is the amount of data it can process
within a given period. The total throughput of the algorithm is expressed as Mbits/s and can be calculated
from T = f ×Radix where f is the clock frequency of the design (e.g. 5MHz). Since Trivium throughput
rate for SABL and S-CMOS designs are equal, in order to make a fair comparison, a new normalized

Table 2: Overall comparison for SABL and S-CMOS design of Trivium (All data are normalized)
Cipher Trivium Grain

Logic Style SABL S-CMOS SABL S-CMOS SABL S-CMOS SABL S-CMOS

Technology 0.13µm 0.35µm 0.13µm 0.35µm

Transistor Cost (A) 1 0.37 1 0.37 1 0.44 1 0.44

Power Consumption (P) 1 0.60 1 0.67 1 0.66 1 0.67

DPA Resistancy (DR) 1 0.0374 1 0.0435 1 0.045 1 0.043

Qualifying Factor (QF) 1 0.062 1 0.065 1 0.068 1 0.064



On DPA-Resistive Implementation of FSR-based Stream Ciphers using SABL Logic Styles 333

Qualifying Factor (QF) is defined in (12):

QF =
DR×T

P×A
(12)

Where, A, P, and DR corresponds to transistor cost, power consumption, and DPA resistancy re-
spectively. At the end of the simulations and data analysis we exhibited that SABL logic styles allow
to significantly decrease the supply current variations of both eSTREAM circuits. But still in both de-
signs very small current variations are detectable. As a disadvantage this could be a start of a DPA
attack since the predictability of the energy variations is more critical than their amplitude. It is clear
that decreasing the power consumption variations will affect all the stream cipher design components in
exactly the same way, and therefore not affect the SNR. Since DPA efficiency depends on the possibility
to predict the power consumption of a device in function of its input data and the value of the correlation
coefficient, the attack is still theoretically feasible against SABL circuits. But these current differences
are due to the presence of parasitic capacitances in the design and therefore, they cannot be predicted
without a precise transistor level knowledge of the circuit. As a consequence, an attacker can only target
one specific implementation and preliminarily needs to build a table containing the power consumption
differences in function of the circuit input data. These informations are not usually made available to the
users in full custom design. Moreover, under the assumption that we can perfectly predict and measure
the power consumption, a circuit resistance is equal for any logic style. Nevertheless, in practice, mea-
surements are not perfect and induce noise, independently of the logic style considered. This will cause
a reduction of the correlation values, depending on the power consumption variances, although it is hard
to evaluate and highly depends on the attacker measurement setup.

As can be seen in the Table 1 and Table 2 the DPA resistancy is improved for smaller minimum
feature sized designs. Although, current variations do not follow the scaling rules. This is mainly because
of clock feedthrough effect and also the former subthreshhold leakages which play a big roll in deep
submicron designs.

Stream ciphers always had the reputation of efficiency in hardware. Their smaller architecture helps
to use full custom design flow in order to have balanced routing of component wires. So simpler stream
cipher designs would have lower design costs. Regarding design flow, Trivium has lower hardware
complexity and circuit design is easier. Although Trivium has bigger architecture, timing constraints and
clock distribution of Trivium are the same as Grain. Comparing resistance against DPA attacks of the two
eSTREAM candidates, simulations show Grain has lower current spikes and smaller current variations.
This is thanks to the higher circuit complexity of Grain which combines different current variation of
gates to achieve a semi random supply current variation. Current spikes in Trivium are due to the higher
number of flip flops. Another disadvantage of Trivium is its large number of iterations in initialization
phase (1152 rounds) which let attackers to have more power traces.

8 Summary and Conclusions

This paper investigated the use of SABL logic to counteract power analysis attacks. In particular, an
efficient DPA resistive circuit for Grain v.1 and Trivium stream ciphers have been designed and compared
with their standard CMOS implementations. First we exhibited that SABL allow to significantly decrease
the circuit energy variations. This is due to equal amounts of power consumption in each clock cycle of
SABL gates. All implementations have been done on transistor level but in practice the cipher itself is
part of a system on chip with lots of other circuits which can increase PCons.+PNoise in (1) to achieve lower
SNR. Although SABL cannot be completely tamper resistant, this logic probably presents acceptable
security margins for general applications of stream ciphers. For future work interested researchers can
investigate some circuit changes in SABL styles to counteract other side channel attacks such as fault
attacks to obtain more security.
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Fuzzy Szpilrajn Theorem through Indicators

Irina Georgescu

Abstract: In this paper there are studied some numerical indicators which measure
the degree to which a fuzzy relation verifies some properties (reflexivity, transitivity,
etc. ).The main result is a fuzzy generalization of the Szpilrajn theorem in terms of
such numerical indicators and is applied to any fuzzy relation.
Keywords: fuzzy relation, Szpilrajn theorem, similarity

1 Introduction

The classical Szpilrajn theorem [10] asserts that any partial order can be extended to a total order.
This result has been followed by refinements and generalizations and has been used in applications too
(e. g. consumer theory [8]).

The first fuzzy version of the Szpilrajn theorem has been established by Zadeh [11]. Other fuzzy ver-
sions of this theorem can be found in [4], [6]. In [3] the topic is systematically studied in the framework
of the fuzzy orders with respect to a left–continuous t–norm ∗ and a ∗–similarity relation Ω.

The idea of this paper is the following: instead of studying a property P of a fuzzy relation R (e. g.
reflexivity, transitivity, etc.) to define numerical indicators which should express "the degree to which
the fuzzy relation R verifies the property P". In this way, instead of considering a fuzzy order R on a set
X we will have a number Ord(R) which should measure "the degree to which R is a fuzzy order".

The main result of the paper is a generalization of the Szpilrajn theorem expressed in terms of such
numerical indicators. It is a refinement of Theorem 6.2 in [3] and it is applied to any fuzzy relation.

2 Preliminaries

In this section we shall recall some basic facts on the residuum associated with a left–continuous
t–norm and on fuzzy relations ([1], [2], [4], [5], [7], [9]).

For any a,b ∈ [0,1] we denote a∨b = max(a,b) and a∧b = min(a,b). More generally, for any set
{ai}i∈I ⊆ [0,1] we denote

∨

i∈I

ai = sup{ai|i ∈ I} and
∧

i∈I

ai = inf{ai|i ∈ I}.

Let ∗ be a left–continuous t–norm [7], [5]. The residuum → associated with ∗ is introduced by
a → b =

∨{c ∈ [0,1]|a∗ c ≤ b}.
The biresiduum ↔ is denoted by a ↔ b = (a → b)∧ (b → a).
We fix a left–continuous t–norm ∗.

Lemma 1. [1], [5] For any a,b,c ∈ [0,1] the following properties hold:

(1) a∗b ≤ c iff a ≤ b → c;

(2) a∧b = a∗ (a → b);

(3) a ≤ b iff a → b = 1;

(4) a = 1→ a;

(5) 1 = a → a;

(6) a ≤ a∗ (a ↔ b).

Copyright © 2006-2008 by CCC Publications
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Lemma 2. [1], [5] For any {ai}i∈I ⊆ [0,1] and a ∈ [0,1] the following properties hold:

(1) (
∨

i∈I

ai)∗a =
∨

i∈I

(ai ∗a);

(2) a → (
∧

i∈I

ai) =
∧

i∈I

(a → ai);

(3) (
∨

i∈I

ai) → a =
∧

i∈I

(ai → a).

Let X be a non–empty subset. A fuzzy subset of X is a function A : X → [0,1]. Denote by F(X) the
family of the fuzzy subsets of X . For any A,B ∈ F(X) denote A ⊆ B if A(x) ≤ B(x) for any x ∈ X .

A fuzzy relation on X is a function R : X2 → [0,1]. R is said to be
• reflexive if R(x,x) = 1 for any x ∈ X ;
• symmetric if R(x,y) = R(y,x) for any x,y ∈ X ;
• ∗–transitive if R(x,y)∗R(y,z) ≤ R(x,z) for all x,y,z ∈ X ;
• strongly complete if R(x,y)∨R(y,x) = 1 for any x,y ∈ X .
A reflexive, symmetric and ∗–transitive fuzzy relation Ω on X will be called ∗–similarity relation.
Let Ω be a ∗–similarity relation on X and R a fuzzy relation on X . R is said to be:
• Ω–reflexive if Ω(x,y) ≤ R(x,y) for any x,y ∈ X ;
• (∗,Ω)–antisymmetric if R(x,y)∗R(y,x) ≤ Ω(x,y) for any x,y ∈ X .
A (∗,Ω)–order is ∗–transitive, Ω–reflexive and (∗,Ω)–antisymmetric fuzzy relation R on X . Let R,Q

be two (∗,Ω)–orders on X . We say that Q is an extension of R if R ⊆ Q, i. e. R(x,y) ≤ Q(x,y) for all
x,y ∈ X .

The following fuzzy generalization of the Szpilrajn theorem was proved in [3]:

Theorem 3. Let Ω be a ∗–similarity relation on X. Then any (∗,Ω)–order on X has a strongly complete

extension.

3 Some indicators

Let ∗ be a left–continuous t–norm and Ω be a ∗–similarity relation on X .

Definition 4. For any fuzzy relation R on X let us define:
Re f (R) =

∧

x∈X

R(x,x);

Trans(R) =
∧

x,y,z∈X

[R(x,y)∗R(y,z) → R(x,z)];

Re fΩ(R) =
∧

x,y∈X

(Ω(x,y) → R(x,y)];

AntΩ(R) =
∧

x,y∈X

[R(x,y)∗R(y,x) → Ω(x,y)];

SC(R) =
∧

x,y∈X

(R(x,y)∨R(y,x));

OrdΩ(R) = Re fΩ(R)∧AntΩ(R)∧Trans(R).

Lemma 5. For any fuzzy relation R the following equivalences hold:

(1) Re f (R) = 1 iff R is reflexive;

(2) Trans(R) = 1 iff R is ∗–reflexive;
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(3) Re fΩ(R) = 1 iff R is Ω–reflexive;

(4) AntΩ(R) = 1 iff R is (∗,Ω)–antisymmetric;

(5) SC(R) = 1 iff R is strongly complete;

(6) OrdΩ(R) = 1 iff R is a (∗,Ω)–order.

Re f (R) will be called the degree of reflexivity of R, Trans(R) the degree of ∗–transitivity of R, etc.
The indicators introduced above refine the properties of reflexivity, transitivity, etc. of fuzzy relations.
Thus, instead of saying that the fuzzy relation R is reflexive, the real number Re f (R) will measure "the
degree to which R is reflexive".

Proposition 6. Let R be a fuzzy relation on X and x,y,z ∈ X. Then

(1) Re f (R) ≤ R(x,x);

(2) Trans(R)∗R(x,y)∗R(y,z) ≤ R(x,z);

(3) Re fΩ(R)∗Ω(x,y) ≤ R(x,y);

(4) AntΩ(R)∗R(x,y)∗R(y,x) ≤ Ω(x,y);

(5) OrdΩ(R) ≤ Ω(x,y) ↔ (R(x,y)∗R(y,x));

(6) OrdΩ(R) ≤ R(x,x).

4 Main result

In this section we shall prove a generalization of the theorem of Szpilrajn formulated in terms of the
indicators introduced in the previous paragraph. The result will be valid for any fuzzy relations and in
particular one will obtain Theorem 3.

Let ∗ be a left–continuous t–norm and Ω a ∗–similarity relation on X . If R and Q are two fuzzy
relations on X then we denote

R 4 Q iff R ⊆ Q and OrdΩ(R) ≤ OrdΩ(Q).
It is easy to see that 4 is a partial order on the set of the fuzzy relations defined on X . If Q is a fuzzy

relation on X then we denote by Ext(Q) the set of all fuzzy relations R on X with the property that Q 4 R.

Lemma 7. If Q is a fuzzy relation on X then the partially ordered set (Ext(Q),4) admits a maximal

element.

Proof. We prove that (Ext(Q),4) is inductive. We consider a chain (Ri)i∈I in Ext(Q): for any i, j ∈ I

we have Ri 4 R j or R j 4 Ri. Of course Q 4 Ri for any i ∈ I. We will denote R =
⋃

i∈I

Ri. It suffices to

prove that R ∈ Ext(Q). It is obvious that Q ⊆ R therefore we have to prove that OrdΩ(Q) ≤ OrdΩ(R).
We show first that

(a) OrdΩ(Q) ≤ Re fΩ(R).
Let x,y ∈ X and i ∈ I. Since Q ⊆ Ri it follows immediately
OrdΩ(Q) ≤ Re fΩ(Q) ≤ Re fΩ(Ri) ≤ Ω(x,y) → Ri(x,y).
By applying Lemma 1 (2) and the previous inequality
OrdΩ(Q)∗Ω(x,y) ≤ Ω(x,y)∗ (Ω(x,y) → Ri(x,y)) =

= Ω(x,y)∧Ri(x,y) ≤ Ri(x,y) ≤ R(x,y)

from where according to Lemma 1 (1), OrdΩ(Q) ≤ Ω(x,y) → R(x,y). It follows
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OrdΩ(Q) ≤
∧

x,y∈X

(Ω(x,y) → R(x,y)) = Re fΩ(R).

We intend to prove that
(b) OrdΩ(Q) ≤ AntΩ(R)
Let x,y ∈ X . Then
OrdΩ(Q)∗R(x,y)∗R(y,x) = OrdΩ(Q)∗ [

∨

i∈I

Ri(x,y)]∗ [
∨

j∈I

R j(y,x)] =

=
∨

i, j∈I

OrdΩ(Q)∗Ri(x,y)∗R j(y,x).

Let i, j ∈ I. Assume that Ri 4 R j therefore Ri ⊆ R j and OrdΩ(Ri) ≤ OrdΩ(R j). Then, according to
Q 4 R j and Proposition 6 (4):

OrdΩ(Q)∗Ri(x,y)∗R j(y,x) ≤ OrdΩ(R j)∗R j(x,y)∗R j(y,x) ≤
≤ AntΩ(R j)∗R j(x,y)∗R j(y,x) ≤ Ω(x,y).
Since this inequality is valid for any i, j ∈ I it follows OrdΩ(Q)∗R(x,y)∗R(y,x)≤ Ω(x,y), therefore,

according to Lemma 1 (1), OrdΩ(Q) ≤ R(x,y)∗R(y,x) → Ω(x,y). From here we deduce
OrdΩ(Q) ≤

∧

x,y∈X

[R(x,y)∗R(y,x) → Ω(x,y)] = AntΩ(R).

We still have to prove
(c) OrdΩ(Q) ≤ Trans(R).
Let x,y ∈ X . Then
OrdΩ(Q)∗R(x,y)∗R(y,z) =

∨

i, j∈I

OrdΩ(Q)∗Ri(x,y)∗R j(y,x)

Let i, j ∈ I. Assume Ri 4 R j therefore Ri ⊆ R j and OrdΩ(Ri) ≤ OrdΩ(R j). According to Proposition
6 (2):

OrdΩ(Q)∗Ri(x,y)∗R j(y,z) ≤ OrdΩ(R j)∗R j(x,y)∗R j(y,z) ≤
≤ Trans(R j)∗R j(x,y)∗R j(y,z) ≤ R j(x,z) ≤ R(x,z)
from where, OrdΩ(Q) ∗R(x,y) ∗R(y,z) ≤ R(x,z). By applying Lemma 1 (1) it follows that for any

x,y,z ∈ X we have OrdΩ(Q) ≤ R(x,y)∗R(y,z) → R(x,z), from where
OrdΩ(Q) ≤

∧

x,y,z∈X

[R(x,y)∗R(y,z) → R(x,z)] = Trans(R).

From (a), (b) and (c) one obtains OrdΩ(Q)≤OrdΩ(R). We have shown that (Ext(Q),4) is inductive.
According to Zorn’s axiom a maximal element exists in Ext(Q).

In the following we will situate ourselves in the case of the Gödel t–norm ∧.

Theorem 8. Let Q be a fuzzy relation on X. Then there exists a fuzzy relation R on X such that Q 4 R

and OrdΩ(Q) ≤ SC(R).

Proof. According to Lemma 7 there exists a fuzzy relation R on X maximal in (Ext(Q),4). Then Q 4 R.
It remains to prove that OrdΩ(Q) ≤ SC(R). We assume by absurdum that

OrdΩ(Q) 6≤ SC(R) =
∧

x,y∈X

(R(x,y)∨R(y,x)).

therefore there exist a,b ∈ X such that OrdΩ(Q) 6≤ R(a,b)∨R(b,a) from where OrdΩ(Q) 6≤ R(a,b)
and OrdΩ(Q) 6≤ R(b,a). Assume R(a,b) ≤ R(b,a). According to the lines above, R(b,a) < OrdΩ(Q).
We define a new fuzzy relation R′ on X by

R′(x,y) = R(x,y)∨ (R(x,b)∧R(a,y))
for any x,y ∈ X . We intend to prove that R 4 R′. It is obvious that R ⊆ R′ therefore it remains to

prove that OrdΩ(R) ≤ OrdΩ(R′). From R ⊆ R′ it follows immediately
(1) OrdΩ(R) ≤ Re fΩ(R′)
We establish now the inequality:
(2) OrdΩ(R) ≤ AntΩ(R′)
Let x,y ∈ X . Then
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OrdΩ(R)∧R′(x,y)∧R′(y,x) =

= OrdΩ(R)∧ [R(x,y)∨ (R(x,b)∧R(a,y))]∧ [R(y,x)∨ (R(y,b)∧R(a,x))] =

= [OrdΩ(R)∧R(x,y)∧R(y,x)]∨ [OrdΩ(R)∧R(x,y)∧R(y,b)∧R(a,x)]∨
∨[OrdΩ(R)∧R(y,x)∧R(x,b)∧R(a,y)]∨ [OrdΩ(R)∧R(x,b)∧R(a,y)∧R(y,b)∧R(a,x)]

We will establish the following inequalities:
(a) OrdΩ(R)∧R(x,y)∧R(y,x) ≤ Ω(x,y);
(b) OrdΩ(R)∧R(x,y)∧R(y,b)∧R(a,x) ≤ Ω(x,y);
(c) OrdΩ(R)∧R(y,x)∧R(x,b)∧R(a,y) ≤ Ω(x,y);
(d) OrdΩ(R)∧R(x,b)∧R(a,y)∧R(y,b)∧R(a,x) ≤ Ω(x,y).
In order to obtain (a) we use Proposition 6 (4):
OrdΩ(R)∧R(x,y)∧R(y,x) ≤ AntΩ(R)∧R(x,y)∧R(y,x) ≤ Ω(a,b).
We treat now the other three cases. According to Proposition 6 (5) we have
OrdΩ(R) ≤ Ω(a,b) ↔ (R(a,b)∧R(b,a)) = Ω(a,b) ↔ R(a,b)

We consider first the case R(x,y) ≤ R(y,x). Then OrdΩ(R) ≤ Ω(x,y) ↔ R(x,y) with the same argu-
ment as above. (b) results like this:

OrdΩ(R)∧R(x,y)∧R(y,b)∧R(a,x) ≤ R(x,y)∧ [Ω(x,y) ↔ R(x,y)] ≤ Ω(x,y)

Now we treat cases (c) and (d). First we notice that according to Proposition 6 (2):
OrdΩ(R)∧R(y,x)∧R(x,b)∧R(a,y) ≤ Trans(R)∧R(a,y)∧R(y,x)∧R(x,b) ≤ R(a,b)

therefore
OrdΩ(R)∧R(y,x)∧R(a,y) ≤ R(a,b)∧ [R(a,b) ↔ Ω(a,b)] ≤ Ω(a,b).
Analogously we obtain:
OrdΩ(R)∧R(x,b)∧R(a,y)∧R(y,b)∧R(a,x) ≤ Ω(a,b).
We consider the possible subcases:
(i) Ω(a,b) ≤ R(x,y);
(ii) Ω(a,b) > R(x,y).
According to the proof above, in case (i) the inequalities (c) and (d) are immediate. We are situated

now in case (ii). One notices that
OrdΩ(R)∧R(x,b)∧Ω(a,b)∧R(a,y) ≤ Ω(a,b)∧ [Ω(a,b) ↔ R(a,b)] ≤ R(a,b) ≤ R(b,a)

therefore
OrdΩ(R)∧R(x,b)∧Ω(a,b)∧R(a,y) ≤ OrdΩ(R)∧R(x,b)∧R(b,a)∧R(a,y) ≤ Trans(R)∧R(x,b)∧

R(b,a)∧R(a,y) ≤ R(x,y)

From OrdΩ(R)∧R(x,b)∧Ω(a,b)∧R(a,y) ≤ R(x,y) and Ω(a,b) > R(x,y) it follows
OrdΩ(R)∧R(x,b)∧R(a,y) ≤ R(x,y).
By using this last inequality we have
OrdΩ(R)∧R(y,x)∧R(x,b)∧R(a,y) ≤ OrdΩ(R)∧R(x,b)∧R(a,y) ≤ R(x,y)

from where
OrdΩ(R)∧R(y,x)∧R(x,b)∧R(a,y) ≤ R(x,y)∧ [R(x,y) ↔ Ω(x,y)] ≤ Ω(x,y)

Thus (c) was proved and (d) follows analogously.
The case R(y,x) ≤ R(x,y) is treated analogously. Therefore the inequalities (a)–(d) are true, so

OrdΩ(R) ∧ R′(x,y) ∧ R′(y,x) ≤ Ω(x,y). Cf. Lemma 1 (1) for any x,y,z ∈ X we have OrdΩ(R) ≤
(R′(x,y)∧R′(y,x)) → Ω(x,y) therefore

OrdΩ(R) ≤
∧

x,y∈X

[(R′(x,y)∧R′(y,x)) → Ω(x,y)] = AntΩ(R′)

Now we establish the inequality
(3) OrdΩ(R) ≤ Trans(R′).
Let x,y,z ∈ X . We prove
(4) OrdΩ(R)∧R′(x,y)∧R′(y,z) ≤ R′(x,z).
We notice that
OrdΩ(R)∧R′(x,y)∧R′(y,z) =
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= OrdΩ(R)∧ [R(x,y)∨ (R(x,b)∧R(a,y))]∧ [R(y,z)∨ (R(y,b)∧R(a,z))] =
= [OrdΩ(R)∧R(x,y)∧R(y,z)]∨ [OrdΩ(R)∧R(x,y)∧R(y,b)∧R(a,z)]∨
∨[OrdΩ(R)∧R(y,z)∧R(x,b)∧R(a,y)]∨ [OrdΩ(R)∧R(x,b)∧R(a,y)∧R(y,b)∧R(a,z)].
Then to prove (4) is equivalent with establishing the following inequalities:
(e) OrdΩ(R)∧R(x,y)∧R(y,z) ≤ R′(x,z);
(f) OrdΩ(R)∧R(x,y)∧R(y,b)∧R(a,z) ≤ R′(x,z);
(g) OrdΩ(R)∧R(y,z)∧R(x,b)∧R(a,y) ≤ R′(x,z);
(h) OrdΩ(R)∧R(x,b)∧R(a,y)∧R(y,b)∧R(a,z) ≤ R′(x,z).
(e) follows by applying Proposition 6 (2):
OrdΩ(R)∧R(x,y)∧R(y,z) ≤ Trans(R)∧R(x,y)∧R(y,z) ≤ R(x,z) ≤ R′(x,z).
(f) and (g) follow like this:
OrdΩ(R)∧R(x,y)∧R(y,b)∧R(a,z) ≤ (Trans(R)∧R(x,y)∧R(y,b))∧R(a,z) ≤ R(x,b)∧R(a,z) ≤

R′(x,z);
OrdΩ(R)∧R(y,z)∧R(x,b)∧R(a,y) ≤ (Trans(R)∧R(a,y)∧R(y,z))∧R(x,b) ≤ R(x,b)∧R(a,z) ≤

R′(x,z).
(h) follows similarly. We established (e)–(h), therefore (4) is true. Cf. Lemma 1 (1) for any x,y,z ∈ X

we have OrdΩ(R) ≤ (R′(x,y)∧R(y,z)) → R′(x,z), from where
OrdΩ(R) ≤

∧

x,y,z∈X

[(R′(x,y)∧R′(y,z)) → R′(x,z)] = Trans(R′)

From (1), (2) and (3) we deduce OrdΩ(R) ≤ OrdΩ(R′) therefore R 4 R′. We can see that
R′(a,b) = R(b,a)∨ (R(b,b)∧R(a,a)) and R(b,a) < OrdΩ(Q) ≤ OrdΩ(R) (since Q 4 R). Then, by

applying Proposition 6 (6):
R(b,a) < OrdΩ(R) ≤ R(b,b)∧R(a,a) ≤ R′(a,b).
It follows R 6= R′, contradicting the maximality of R. We conclude OrdΩ(Q) ≤ SC(R), therefore the

theorem is proved.

Remark 9. By Applying Lemma 5 we see that Theorem 3 is a particular case of Theorem 8.
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Analysis and Design on Key Updating Policies for Satellite Networks

Yuxuan Ji, Hengtai Ma, Gang Zheng

Abstract: Satellite networks are becoming increasingly important because of the ex-
citing global communication services they provide. Key management policies have
been successfully deployed in terrestrial networks to guarantee the information se-
curity. However, long propagation, storage and computation constraints bring new
challenges in designing efficient and cost-effective key updating policies for satellite
networks. Based on the structure and communication features of satellite networks,
a dynamic key management model for satellite networks (DKM-SN) is presented,
which includes certificates owned by each satellite, primary keys and session keys
both of which are shared between two satellites. Furthermore, a protocol is designed
for updating certificates for satellites; different policies for updating primary and ses-
sion keys are studied and their efficiency and security are analyzed and compared.
In addition, simulation environment for satellite networks is built and the key updat-
ing processes are implemented in Walker constellation. From the simulation results,
further contrasts on key updating time and storage costs between the applications of
IBM hybrid key management model (HKMM) and DKM-SN in satellite networks
are presented. Finally, important suggestions in designing key updating policies are
given.
Keywords: key updating, satellite networks, model, protocol, simulation

1 Introduction

Satellite networks are composed of various kinds of communication satellites, vehicles and constel-
lations. It contains both satellite-to-satellite and satellite-to-ground links. Satellite networks integrate
terrestrial systems and all sorts of satellites which are deployed in different orbits with diverse tasks.
Nowadays, satellite networks are increasingly used in the long-distance information transmission ser-
vices. In order to ensure the message confidentiality, integrity and nonrepudiation, as well as efficiency
of communication, a key management mechanism should be used to provide data encryption, authenti-
cation and key distribution and updating services for satellite communication. Key management model
defines the entities in the services, the categories and relationships of the keys, and the key updating
protocols and algorithms. In contrast with terrestrial networks, satellite networks are subject to dynamic
network topology, long propagation delay, as well as low computing and storage capabilities of satellites.
Due to these constraints, efforts should be made to decrease the key updating time in order to reduce the
communication cost. Besides, for those keys used to encrypt large amount of information, the key up-
dating protocols should be based on symmetric encryption techniques for the sake of computation cost.
The storage cost on satellites should also be reduced by efficiently lowering the number of the keys.

Currently, key management policies for terrestrial networks are comparatively sophisticated. There
are generally three kinds of key management policies, including those that use symmetric key encryption
techniques, public key encryption techniques and combination of the two. For example, Kerberos [1]
uses symmetric key encryption techniques and a KDC (Key Distribution Center); both symmetric and
public key encryption techniques are adopted in IBM hybrid key management model (HKMM) in which
three kinds of keys including session key, primary key and public key are used. Based on different net-
work features and environments, the number of entities and encryption techniques involved in updating
a certain type of key may be very different. For instance, though both for updating the session key,
Neuman-Stubblebine protocol [3] includes three parties while Janson-Tsudik protocol [4] involves only

Copyright © 2006-2008 by CCC Publications
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two. Besides, the encryption technique used to update session key can be either symmetric or public.
However, all above key management policies are only applicable in terrestrial networks.

Some problems concerning key management policies in satellite networks have been studied. After
studying a series of possible security threats, CCSDS showed the urgency and necessity to implement
security policies in satellite networks, such as key management, authentication, access control, etc [5].
Ayan Roy-Chowdhury analyzed some problems that occur during encryption and key distribution pro-
cesses when applying IPSec and SSL into satellite networks [6]. Their discussion was based on a hybrid
satellite network with a single satellite component and several ground terminals. Cruickshank designed
an authentication and key establishment protocol for two satellite users who need to encrypt data and
voice information [7]. Since the public encryption technique was used, the method was applicable in
situations where the satellites are only used to relay messages rather than implement public encrypting
operations which entail a large amount of computation cost. Tanya Vladimirova et al. introduced some
security services required on satellites, proposed an on-board security architecture and AES fault-tolerant
mechanism [8]. However, current literature seldom studies the key management policy for satellite net-
works with communication links between satellites. We focus on this issue and mainly discuss the
categories of keys, the protocols for updating keys and the key updating efficiencies of different policies.

HKMM uses session key, primary key and public key. However, the session key updating in HKMM
may cause unendurably long propagation if directly applied in satellite networks. In order to solve this
problem, a dynamic key management model applicable in satellite networks (DKM-SN)is presented,
which also includes session keys, primary keys and public keys. Based on DKM-SN, a protocol is de-
signed for updating public keys in satellite networks. By further studying the protocols such as Neuman-
Stubblebine, Janson-Tsudik and improved Beller-Yacobi protocols [9], the efficiency and security issues
are analyzed in designing policies for updating primary keys and session keys in satellite networks.
Finally, the differences on time and storage costs between HKMM and DKM-SN are shown through
simulations under the satellite network environment. The rest of this paper is organized as follows. In
section 2, we discuss DKM-SN, detailing the designing principles of all three parts including public key,
primary key and session key updates. Section 3 presents the simulation results under satellite network
environment. We conclude with a short summary and extensions on future work in Section 4.

2 Key Management Model

In satellite networks, communication process should be kept secret in order to ensure the message
confidentiality. Besides, robust and secure protocols are indispensable so that the communication process
can resist well-known attacks, such as arrogating, playback, modification and so on. Therefore, we design
a DKM-SN to ensure the secrecy, authenticity and integrity of messages, and at the same time decrease
the time, storage and computation costs with best efforts when providing key updating services. DKM-
SN consists of public, primary and session keys, which are divided based on their functions. Firstly, every
satellite has a pair of public and private keys, and a certificate issued by CA (Certificate Authority), all
of which are updated through communication between a certain satellite and CA. Secondly, there is
a primary key shared between a pair of satellites and it is updated with their public key information
(including public and private keys and certificates). Besides, two satellites also need to share a session
key when they communicate with each other and the session key is updated by the primary key shared
between them. The differences between DKM-SN and HKMM are: (1) HKMM uses KDC while DKM-
SN does not; (2) each primary key in HKMM is shared between satellite and KDC while it is shared
between two satellites in DKM-SN; (3) in order to lower storage cost, dynamic primary key updating
policy is adopted in DKM-SN, which means that for some pairs of satellites their primary keys exist only
when they need to establish session keys to communicate.

Figure 1 shows HKMM on left and DKM-SN on right. P denotes primary key, S for session key,
T for terminal in terrestrial networks, and V for satellite. We can see that in HKMM the primary keys
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are shared between each terminal and KDC while the session keys are shared between every pair of
terminals. For instance, in HKMM, session key S1 can be established by terminal 3, terminal 4 and KDC
using primary keys P3 and P4. In DKM-SN, both the primary and session keys are shared between two
satellites. For instance, session key S21 needs to be established and shared only by two satellites V2 and
V3 using their primary key P2.

P1

P2

P3

P4

P5

S1

S2

S3

P6P5P4

P3

P2

P1

S21, 22, ...

S11, 12, ...

HKMM DKM-SN

CA

KDC/CA

T1

T2
T3

T4

T5

V1

V2

V3

V4

V5

Figure 1: Key management models: HKMM and DKM-SN

2.1 Certificate Updating

Generally, an entity’s public key information is updated by itself before it expires. Based on PKIX
standards [10], we design a proper protocol for updating public key information.

1. B → M : B,PKB,Cert(B)

2. M → B : M,PKM, [Cert(M)],PK
′
M,E(PK−1

M ,h(PK
′
M,M,B))

3. B → M :Cert(M)
′

B, M - CA and satellite M; PKX , PK−1
X , Cert(X) - old public key, private key and certificate of

satellite X ; PK
′
X , (PK

′
X)−1, Cert(X)

′
- new public key, private key and certificate of satellite X ; E(K,Y )

- public key encryption with key K and plaintext Y ; h(Y ) - hush function; [Y ] - Y is optional.
The execution of this protocol between CA and satellite proceeds as follows:

1. CA sends its own identifier, public key and certificate to satellite and informs the satellite to start
updating its public key information.

2. Upon receiving message from CA, the satellite does the followings: (1) check validity of CA’s
certificate; (2) generate a new pair of public and private keys for itself; (3) get a signature with its
old private key and send this signature, its identifier, certificate and both old and new public keys
to CA.

3. Upon receiving messages from satellite, CA does the followings: (1) check the validity of satel-
lite’s old certificate; (2) check satellite’s signature; (3) generate a new certificate for the satellite’s
new public key.

4. Upon receiving new certificate from CA, satellite can check its validity with CA’s public key.
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Note that the execution can continue only when the checks in the last step are successful. Now we
consider some possible attacks on CA and satellite when running the protocol.

1. Attacks on CA

(1) In the second step of our protocol, it is possible that adversary may arrogate satellite M by
sending M’s certificate and a public key the adversary generated. However, the adversary has to
send a signature at the same time. Since we assume that the adversary doesn’t know the satellite’s
old private key before it expires, then the adversary could not get a correct signature and would be
detected by CA.

(2) Also in the second step, the adversary may try to replay a signature signed by the satellite’s
private key which has expired. Obviously, only if both satellite and CA use their valid public key
information that hasn’t expired, our protocol could resist this playback attack.

2. Attacks on satellite

(1) Since satellite M’s new public key is sent without encryption, the adversary may generate a
certificate for M by signing M’s identifier and the new public key with its own private key, and
then sends this false certificate to M in the third step. However, this attack would fail after satellite
has received the certificate and checks its validity using CA’s public key.

(2) As an alternative, in the third step the adversary could also replay a certificate that has expired.
However, the fact is that in order to keep the freshness of every run of the protocol we require
that new public and private keys are different from before. For this reason, the expired certificate
would be proved invalid when the satellite checks it.

The above discussion is suitable for a satellite. When updating the public key information for CA,
we should first update it before it expires and then update certificates for all the satellites using CA’s
updated certificate.

2.2 Primary Key Updating

Although all satellites have their own public key information, we avoid using it to encrypt data
due to the high complexity and low efficiency of public key encryption algorithms. In most systems,
public key information is used to establish symmetric keys so that encryption on data could be faster. We
consider two strategies for establishing symmetric keys with public key information: (1) using public key
information, two satellites directly establish a shared session key to encrypt data; (2) they first establish
a primary key between them with their public key information and then use this primary key to establish
their session keys. Both primary key and session keys are symmetric keys shared between the two
satellites. In the first strategy, though the cost of data encryption is low, the cost of frequent session key
updates remains high. As for the second strategy, since both of frequent data encryption and session key
updates adopt symmetric key encryption techniques, it is more efficient than the first one. Note that the
primary keys are updated much less frequently than session keys.

HKMM includes primary keys and a KDC in its system. There is a unique primary key shared
between KDC and each terminal (or entity). Hence, the number of primary keys in HKMM is n.

In DKM-SN, the second strategy is adopted, but no KDC is deployed in our network and each unique
primary key is shared between two satellites. We build DKM-SN in this way for the following reasons:
(1) KDC may become a bottleneck since all the session key updates have to pass KDC; (2) satellite
networks are typical of long propagation. Since the session key updating process involving three parties
(KDC and two satellites) has to be finished within at least 4 steps while that involving two parties (two
satellites) in DKM-SN can be achieved within 3 steps, the former would be much slower than the latter. In
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satellite networks, even one trip may lead to unendurably long propagation due to the multi-hop routing
and long space distance between two satellites.

As for the communication protocol when updating primary keys, improved Beller-Yacobi protocol
[9] is suggested. This sophisticated protocol is qualified for updating a symmetric key with public key
information and engages only two entities. Besides, this protocol is suitable for the satellites that have
limited computing power.

2.3 Session Key Updating

Session keys are distributed in the network to encrypt the large amount of data, such as images,
languages, commands and so on. According to the previous analysis, session key in DKM-SN is shared
between two satellites and updated by the primary key between the same pair of satellites. Session keys
must be updated more frequently than certificate and primary keys because they are used more often. In
this way, the possibility of ciphertext-only attacks can be decreased. Obtaining an old session key is not
once and for all, since the attacker must intercept and analyze new ciphertexts in order to get new session
keys.

As for the protocols for updating session keys, security and efficiency are of most importance. First
of all, the protocol should be able to resist well-known attacks, such as replay, modification, typing,
reflection and so on. Besides, it should not cost too much time and storage. Based on satellite network
features, such as long propagation and limited resources, Janson-Tsudik 2PKDP [4] is suggested for
updating session keys. This protocol is illustrated as follows.

1. A → B : A,Nab

2. B → A : AUT HKab
(Nab,Kba,B),EKab

(N
′
ba)⊕Kba

3. A → B : ACKKab
(Nab,Kba,A)

This key establishment protocol contains the minimum cost of computation and numbers of messages
and steps as proved in [4].

A detailed comparison of the time and computation costs between session key updating protocol
with KDC and that without KDC is presented as follows. As for session key updates with KDC, we use
Neuman-Stubblebine protocol [3] which also has the minimum number of steps involved.

According to Janson-Tsudik 2PKDP, we get the calculation time C jt in a single entity and overall
session key establishment time Tjt :

Tjt = 3∗Tab +4∗Tmac +2∗Tes +2∗T⊕
C jt = 2∗Tmac +Tes +T⊕

(1)

Tmac - calculation time of MAC() function; Tes - calculation time of symmetric encryption; T⊕ -
calculation time of XOR operation; Tab - propagation delay between satellites A and B.

Since T⊕ ≤ any other item, so we get:

Tjt ≈ 3∗Tab +4∗Tmac +2∗Tes

C jt ≈ 2∗Tmac +Tes
(2)

As for Neuman-Stubblebine protocol, we get the calculation time Cns for a single node and overall
session key establishment time Tns similarly:

Tns = (2∗Tab +Tac +Tbc)+8∗Tes

Cns = 8∗Tes
(3)
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Tac - propagation delay between KDC and satellite A; Tbc - propagation delay between KDC and
satellite B.

Because propagation delay is much larger than the calculation time of either encryption or MAC() in
satellite networks, we conclude from the above estimation that both the calculation time cost of a single
node and overall session key updating time cost of Janson-Tsudik 2PKDP are much less than those of
Neuman-Stubblebine.

For the three-party session key establishment policy, KDC may become a bottleneck in the system.
Fortunately, the two-party session key establishment policy could avoid this drawback.

3 Simulations

In order to verify the effectiveness and suitability of DKM-SN in satellite network environment,
a proper simulation environment for satellite networks is very important and necessary. Based on the
simulation system for distributed satellite networks [11], we design a simulation scenario and implement
the experiments. We set up a Walker constellation consisting of 20 MEO satellites. There are 4 orbital
planes on each of which 5 satellites are equally deployed. Each plane is of an inclination of 75◦ and orbit
height 14163km.

In certificate updating simulation, the protocol designed in section 2.1 is applied and 160-bit ECDSA
[12] is implemented as signature algorithm. In primary key updating, improved Beller-Yacobi protocol
is applied. ECDSA and ECIES [13] are used as signature and encryption algorithms respectively. In
session key updating, Janson-Tsudik 2PKDP and 128-bit AES are implemented.

3.1 Certificate Updating Simulation

Dynamic Topology

In this part, we examine the influences of topological changes on the certificate updates for a certain
satellite.

Dynamic changes of satellite network topology lead to the variations of routing tables in satellites.
Therefore, the time cost of certificate updating for a certain satellite varies with time. Figure 2 shows both
the overall and computation time costs of certificate updates for a certain satellite in different periods of
time.

We update a satellite’s certificate every 10 seconds. Figure 2 shows the time cost during 500 seconds.
The longest updating time for the satellite is 834.200ms. Routing information shows that in the longest
updating data transmission from the satellite to CA entails 5 hops and thus the three-step interaction
between them entails 15 hops all together. The minimum time cost is 167.45ms when there is only 1
hop between satellite and CA and so it costs 3-hop effort to finish the certificate updating process. Based
on the result, we suggest update certificates when communication between satellite and CA needs the
minimum number of hops.

Static Topology

In this part, we examine the certificate updates of different satellites in Walker constellation during a
fixed period of time.

Figure 3 shows both the overall and computation time costs of certificate updates for different satel-
lites during a fixed period of time in Walker constellation. We can see that there are huge gaps of time
costs among the satellites since the number of hops between CA and the satellites are very different. In
the simulation, for example, there are 5 hops between CA and NO.6 satellite while 1 hop between CA
and NO.4.
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Figure 2: Time cost of certificate updating of a certain satellite in different periods of time
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Besides, from Figure 2 and Figure 3 we can see that the computation cost for different satellites
varies little. It is a small fraction of the overall time cost of certificate updates, ranging from 5% to 40%.

3.2 Comparison of Computation Time Costs

Figure 4 shows the computation costs of all three kinds of key updates in Walker Constellation. 20
samples are presented for each kind of updates.
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Figure 4: Computation costs of three kinds of key updates

We see from Figure 4 that session key update costs least, which is suitable for the most frequently
updated session keys. The average time cost of certificate updates is less than that of primary key updates
mainly due to the extra public key encryption in the improved Beller-Yacobi protocol.

3.3 Comparison between Key Management Models

Comparing DKM-SNwith HKMM, we mainly have the following conclusions. Firstly, the time costs
for session key updates in DKM-SN are much less than that in HKMM. Secondly, DKM-SN will contain
more primary keys than HKMM if all primary keys are pre-distributed between all pairs of satellites.
Since the storage capacity is limited in satellite, we recommend that for some pairs of satellites their
primary keys exist only when necessary. Therefore, if we want to establish a session key between two
satellites while they share no primary key, we need to first establish a primary key with their public
key information and then establish the session key with their primary key. A much detailed comparison
between HKMM and DKM-SN is presented as follows.

Suppose the total number of satellites is n; the average time cost of primary key updates is z.

In DKM-SN, let a denote the maximum number of primary keys, namely a = n×(n−1)
2 ; h denotes

the average time cost of session key updates when there is a shared primary key between every pair of
satellites; x denotes the practical number of primary keys; y denotes the average time cost of session key
updates when x pairs of satellites share primary keys.

In HKMM, suppose the average time cost of session key updates is h+δ , δ > 0.
Based on DKM-SN, we have,

y =
x×h+(a− x)× (z+h)

a
= (z+h)− z

a
× x (4)

Obviously, given x = 0, we get y = z + h. This means there is no primary key pre-shared in DKM-
SN and for every two satellites before establishing a session key we should first set up a primary key.
Similarly, given x = a, we get y = h. Under this condition, each pair of satellites owns a primary key.
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If y > h+δ , we get x < a×(z−δ )
z

.

So we conclude that when n < x < a×(z−δ )
z

, HKMM is superior to DKM-SN in both average time
cost of session key updates and storage cost.

Specifically, based on the simulation data, we have z ≈ 400ms, h ≈ 360ms, δ ≈ 120ms, n = 20.

Under this condition, y = (z + h)− z
a
× x ≈ 760− 2× x. Figure 5 shows the relationship between

average time cost of session key updates and the number of primary keys in DKM-SN.
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Figure 5: Average time cost of session key updates in DKM-SN

Given y > h + δ , namely 760− 2× x > 480, we get x < 140. We can see from the linear function
shown in Figure 5 that if the number of primary keys ranges from 20 to 140, HKMM is better than DKM-
SN in both time and storage costs. When 140 < x ≤ 200, average time cost of session key updates in
DKM-SN is less than that in HKMMwhile the number of keys is more than that in HKMM. Furthermore,
if we can deploy the primary keys for those satellites that communicate most frequently, the average time
cost function of the number of primary keys will be a concave function shown in Figure 5. We can make
estimation and decision given real on-board data in satellite networks. For examples, if satellites could
store the maximum number of primary keys, pre-allocating a primary key for every pair of satellites is
the best choice, which is especially suitable for a network with a small number of satellites.

4 Summary and Conclusions

In this paper, a new key management model called DKM-SN is designed for satellite networks. A
protocol for updating satellite certificate is designed and the efficiency and security of different policies
for updating primary and session keys are analyzed. The performance is shown when updating three
kinds of keys and a further contrast between DKM-SN and HKMM is given in both time cost and storage
cost. The efficiency and applicability of different key updating policies are discussed under different on-
board storage constraints and time requirements. In the future, we will further discuss the problems in
designing efficient, low-cost and secure key management models for satellite networks.
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Quality of Service Scheduling in Real-Time Systems

Audrey Marchand, Maryline Chetto

Abstract: In this paper, we deal with dynamic scheduling components integrating
new Quality of Service (QoS) functionalities into a Linux-based real-time operat-
ing system. In our approach, periodic tasks allow occasional deadline violations
within given bounds specified according to the Skip-Over task model. Hence, ev-
ery task has a minimal QoS guarantee which is expressed by the ratio of periodic
task instances which must complete before their deadline. The work stated here pro-
vides two on-line scheduling algorithms, namely RLP and RLP/T, which enhance
the existing Skip-Over algorithms. More specifically, the proposed algorithms aim
at improving the actual QoS observed for periodic tasks (which is always greater or
equal to the QoS guarantee). These novel scheduling techniques rely on the EDL
(Earliest Deadline as Late as possible) scheduling strategy. Simulation results show
the performance of RLP and RLP/T with respect to basic Skip-Over algorithms. Fi-
nally, we present the integration of these QoS scheduling services into CLEOPATRE
open-source component library, a patch to Linux/RTAI.
Keywords: real-time, dynamic scheduling, quality of service, periodic tasks,
component-based systems, Linux-based systems

1 Introduction

Software environments, and more precisely operating systems have still difficulties to meet the spe-
cial demands of multimedia applications. In particular, multimedia applications have real-time con-
straints which are not handled properly by general-purpose operating systems. In order to meet the re-
quirements imposed by multimedia applications on processor scheduling, we have to turn to the temporal
stringency of real-time systems. Real-time systems are those in which the time at which the results are
produced is important. The correctness of the result of a task is not only related to its logic correctness,
but also to when the results occur.

Traditional classification of real-time systems stands for three classes to characterize the real-time
requirement of such systems : hard, soft and firm. In hard real-time systems, all instances must be
guaranteed to complete within their deadlines. In those critical control applications, missing a deadline
may cause catastrophic consequences on the controlled system. For soft systems, it is acceptable to miss
some of the deadlines occasionally. It is still valuable for the system to finish the task, even if it is late. In
firm systems, tasks are also allowed to miss some of their deadlines, but, there is no associated value if
they finish after the deadline. Typical illustrating examples of systems with firm real-time requirements
are multimedia systems in which it is not necessary to meet all the task deadlines as long as the deadline
violations are adequately spaced.

A prominent strategy for performing resource management for multimedia systems is QoS-driven
management, in which quality requirements such as resolution and frame rate are translated into resource
requirements such as computation burst frequencies and durations. This resource information is then
used for admission testing and resource reservation. The motivation for this translation from application
level requirements to resource requirements is to guarantee a given QoS. The complexity of both the
QoS space and the resource space suggests that perfect characterization is hard to achieve, so it would be
desirable to have a scheduling policy that would adapt to changes in user QoS requirements. Such policy
should strive to achieve the desired QoS, in an environment with variable resources, as well as complex
and variable application demands.

Copyright © 2006-2008 by CCC Publications
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In this paper, we address the problem of the dynamic scheduling of periodic tasks with firm con-
straints. The scope of the paper is to maximize the actual QoS of periodic tasks by maximizing the
number of instances which complete before their deadline. The remainder of this paper is organized in
the following manner. Next section introduces existing approaches for scheduling firm real-time systems.
Then we present relevant background material about both the Skip-Over model and the EDL scheduling
algorithm. More particularly, we give the definition of RTO and BWP scheduling algorithms, which are
based on the Skip-Over model. The functioning and optimality of the EDL algorithm is also outlined.
Further, we describe the proposed algorithms, namely RLP and RLP/T, as an enhancement of the BWP
algorithm, based on the EDL scheduling mechanism. Moreover, we present a model of a real-world
problem to show the practical interest of our work. The performance analysis of both RLP and RLP/T, in
terms of task completions, is reported after. Then, we describe the integration of these QoS components
into Linux/RTAI. Finally, in section 8, we summarize our contribution.

2 Related work

There have been some previous approaches to the specification and design of real-time systems that
tolerate occasional losses of deadlines. Hamdaoui and Ramanathan in [7] introduced the concept of
(m,k)-firm deadlines to model tasks that have to meet m deadlines every k consecutive invocations. Their
algorithm uses a distance-based priority (DBP) scheme to increase the priority of a job in danger of
missing more than m deadlines over a sliding window of k requests for service. Moreover, algorithms
such as VDS [17] and DWCS [19] are provably superior to DBP in meeting (m,k) service requirements
for a number of specific and non-trivial situations.

Similar to (m,k)-firm scheduling is the work introduced by Koren and Shasha [8] with the notion of
skip factor. If a task has a skip factor of s, it will have one invocation skipped out of s. It is a particular
case of the (m,k)-firm model where m = k−1. They reduce the overload by skipping some task invoca-
tions, thus exploiting skips to increase the feasible periodic load. This approach gives a solution to the
scheduling problem of overloaded systems, while representing a system Quality of Service requirement
for real-time applications. Broadly speaking, the Skip-Over scheduling algorithms guarantee the timing
correctness of the real-time application. One interesting result is that making optimal use of skips is
a NP-hard problem. There are also examples of (m,k)-hard schedulers [1], but most such approaches
require off-line feasibility tests, to ensure predictable service.

In [3, 4], Caccamo and Buttazzo follow this work by scheduling hybrid task sets consisting of skip-
pable periodic and soft aperiodic tasks. They propose and analyze an algorithm, based on a variant
of Earliest Deadline First (EDF) scheduling, in order to exploit skips under the Total Bandwith Server
(TBS). In previous works [10, 12], we have considered the same approach but using the Earliest Deadline
as Late as possible server (EDL). These results have led us to propose a raw version of the RLP algorithm
(idle time schedule based on red tasks only) [11].

West and Poellabauer in [16] proposed a windowed lost rate, that specifies a task can tolerate x

deadlines missed over a finite range or window, among consecutive y instances. In [2], Bernat et al.

introduce a general framework for specifying tolerance of missed deadlines under the definition of weakly

hard constraints.

3 Theoretical Background

3.1 The Skip-Over model

We are here interested in the problem of scheduling periodic tasks which allow occasional deadline
violations (i.e., skippable periodic tasks), on a uniprocessor system. We assume that tasks can be pre-
empted and that they do not have precedence constraints. A task Ti is characterized by a worst-case
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Task T0 T1 T2 T3 T4

ci 3 4 1 7 2

pi 30 20 15 12 10

Table 1: A basic periodic task set
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Figure 1: RTO scheduling algorithm (si = 2)

computation time ci, a period pi, a relative deadline equal to its period, and a skip parameter si, which
gives the tolerance of this task to missing deadlines. The distance between two consecutive skips must be
at least si periods. When si equals to infinity, no skips are allowed and Ti is equivalent to a hard periodic
task. One can view the skip parameter as a QoS metric (the higher si, the better the quality of service).

A task Ti is divided into instances where each instance occurs during a single period of the task.
Every instance of a task can be red or blue [8]. A red task instance must complete before its deadline;
a blue task instance can be aborted at any time. However, if a blue instance completes successfully, the
next task instance is still blue.

Red Tasks Only (RTO) algorithm

The first algorithm proposed by Koren and Shasha is the Red Tasks Only (RTO) algorithm. Red
instances are scheduled as soon as possible according to Earliest Deadline First (EDF) algorithm, while
blue ones are always rejected. Deadline ties are broken in favor of the task with the earliest release
time. In the deeply red model where all tasks are synchronously activated and the first si − 1 instances
of every task Ti are red, this algorithm is optimal. RTO is illustrated in Figure 1 using the task set
T = {T0,T1,T2,T3,T4} of five periodic tasks whose parameters are described in Table 1. Tasks have
uniform skip parameter si = 2 and the total processor utilization factor Up = ∑

ci

pi
is equal to 1.15.

As we can see, the distance between every two skips is exactly si periods, thus offering only the
minimal guaranteed QoS level for periodic tasks.

Blue When Possible (BWP) algorithm

The second algorithm studied is the Blue When Possible (BWP) algorithm which is an improvement
of the first one. Indeed, BWP schedules blue instances whenever their execution does not prevent the red
ones from completing within their deadlines. In that sense, it operates in a more flexible way. Deadline
ties are still broken in favor of the task with the earliest release time. Figure 2 shows an illustrative
example of BWP scheduling using the task set previously described in Table 1.

Compared with RTO, more task instances complete successfully with BWP. We observe that five
violations of deadline relative to blue task instances occur at time instants t = 24 (task T3), t = 30 (tasks
T2 and T4) and t = 60 (tasks T3 and T4), thus reducing the QoS.
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Figure 2: BWP scheduling algorithm (si = 2)

3.2 The EDL algorithm

The definition of the Earliest Deadline as Late as possible (EDL) algorithmmakes use of some results
presented by Chetto and Chetto in [5]. Under EDL, periodic tasks are scheduled as late as possible. An
accurate characterization of the idle times during which the processor is not occupied is necessary. The
authors introduced an availability function f X

Y defined with respect to a task set Y and a scheduling
algorithm X . f X

Y (t) = 1 if the processor is idle at t, 0 otherwise.
So, for any instants t1 and t2, value of ∫ t2

t1 f X
Y (t)dt denoted by ΩX

Y (t1, t2) gives the total idle time in
[t1, t2]. f EDL

Y can be described by means of the following two vectors:

• K, called static deadline vector, represents the times at which idle times occur and is constructed
from the distinct deadlines of periodic tasks.

• D, called static idle time vector, represents the lengths of the idle times relating to time instants of
vector K.

The complexity of the EDL algorithm is O(Kn) where n is the number of periodic tasks, and K

is equal to ⌊R
p
⌋, where R is the longest deadline, and p is the shortest period [13]. We also recall the

fundamental property relative to the optimality of EDL [5]:

Theorem 1. Let X be any preemptive scheduling algorithm and A a set of independent aperiodic tasks.

For any instant t,

ΩX
A
(0, t) ≤ ΩEDL

A
(0, t) (1)

We give now an illustrative example of the computation of the idle times performed by EDL. Con-
sider the periodic task set T = {T1,T2} consisting of two periodic tasks T1(3,10) and T2(3,6). The f EDL

T

computation produced at time zero is described in Figure 3.
The authors in [5] described how the EDL algorithm can be applied, first to the decision problem

that arises when a sporadic time critical task occurs and requires to be run at an unpredictable time and
secondly, to the scheduling problem that arises in a fault tolerant system using the Deadline Mechanism
[?] for which each task implements primary and backup copies (the processor time reserved for the
execution of the backup copies is realized with EDL and is reclaimed as soon as the primary task executes
successfully).

In next sections, we are interested in using EDL first to simulate a schedule (RLP implementation)
and then to derive a measure required for deciding whether a blue task can be accepted (RLP/T imple-
mentation).
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computation produced at time zero

4 The Proposed Algorithms

4.1 Red tasks as Late as Possible (RLP)

The main drawback of BWP relies on the fact that blue task instances are executed as background
tasks. This leads to abort partially or almost completely executed blue task instances, thus wasting
processor time.

Algorithm outline

The objective of RLP algorithm is to bring forward the execution of blue task instances so as to
minimize the ratio of aborted blue instances, thus enhancing the actual QoS (i.e., the total number of task
completions) of periodic tasks. From this perspective, RLP scheduling algorithm, which is a dynamic
scheduling algorithm, is specified by the following behaviour:

1. if there are no blue task instances in the system, red task instances are scheduled as soon as possible
according to the EDF (Earliest Deadline First) algorithm.

2. if blue task instances are present in the system, these ones are scheduled as soon as possible
according to the EDF algorithm (note that it could be according to any other heuristic), while red
task instances are processed as late as possible according to the EDL algorithm.

Deadline ties are always broken in favor of the task with the earliest release time. The main idea of
this approach is to take advantage of the slack of red periodic task instances. Determination of the latest
start time for every red request of the periodic task set requires preliminary construction of the schedule
by a variant of the EDL algorithm taking skips into account [12]. In the EDL schedule established at
time τ , we assume that the instance following immediately a blue instance which is part of the current
periodic instance set at time τ , is red. Indeed, none of the blue task instances is guaranteed to complete
within its deadline. Moreover, Silly-Chetto in [13] proved that the online computation of the slack time
is required only at time instants corresponding to the arrival of a request while no other is already present
on the machine. In our case, the EDL sequence is constructed not only when a blue task is released (and
no other was already present) but also after a blue task completion if blue tasks remain in the system
(the next task instance of the completed blue task has then to be considered as a blue one). Note that
blue tasks are executed in the idle times computed by EDL and are of same importance beside red tasks
(contrary to BWP which always assigns higher priority to red tasks).

Illustrative example

Consider once again the periodic task set T defined in Table 1. The relating RLP scheduling is
illustrated in Figure 4. In this example, we can see that, thanks to RLP scheduling, the number of
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Figure 4: RLP scheduling algorithm (si = 2)

violations of deadline relative to blue task instances has been reduced to three. They occur at time
instants t = 40 (task T4), and t = 60 (tasks T3 and T4). Observe that T3 first blue task instance which
failed to complete within its deadline in the BWP case (see Figure 2), has enough time to succeed in the
RLP case, since the execution of T1 and T0 first red task instances is postponed. Until time t = 10, red
task instances are scheduled as soon as possible. From time t = 10 to the end of the hyperperiod (defined
as the least common multiple of task periods), red task instances do execute as late as possible in the
presence of blue task instances, thus enhancing the actual QoS of periodic tasks.

4.2 Red tasks as Late as Possible with blue acceptance test (RLP/T)

The main drawback of RLP relies on the fact that this algorithm attempts to execute blue task in-
stances as soon as possible, at the risk of aborting them before their completion, thus generating a pro-
cessor time wasting. This assessment led us to propose a novel algorithm named RLP/T (Red tasks as
Late as Possible with blue acceptance Test).

Algorithm outline

Red tasks as Late as Possible with blue acceptance test (RLP/T) algorithm is designed to maximize
the actual QoS of periodic task sets defined under skip constraints.

It acts as follows: red tasks enter straight the system at their arrival time whereas blue tasks integrate
the system upon acceptance. Once they have been accepted, blue tasks are scheduled as soon as possible
together with red tasks. Upon acceptance, blue tasks are again of same importance beside red tasks.
Deadline ties are always broken in favor of the task with the earliest release time.

Whenever a new blue task enters the system, the idle times are computed using the EDL scheduler.
In the EDL schedule established at time τ , we assume that the instance following immediately a blue
instance which is part of the current periodic instance set at time τ , is also blue. Indeed, all blue task
instances previously accepted at τ are guaranteed by the schedulability test they passed successfully. This
one checks whether there are enough idle times to accommodate the new blue task within its deadline,
as described in the following section.

Acceptance test of blue tasks under RLP/T

Now, we are ready to present the new feasibility test algorithm for the RLP scheduling scheme which,
given any occurring blue task B is capable of answering the question "Can B be accepted ?". Notice that
B will be accepted if and only if there exists a valid schedule, i.e., a schedule in which B will execute by
its deadline while red periodic tasks and blue tasks previously accepted, will still meet their deadlines.
Let τ be the current time which coincides with the arrival of a blue task B. Upon arrival, task B(r,c,d)
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is characterized by its release time r, its execution time c, and its deadline d, with r + c ≤ d. We assume
that the system supports several blue tasks at time τ . Each of them has been accepted before τ and has
not completed its execution at time τ . Let denote by B(τ) = {Bi(ci(τ),di), i=1 to blue(τ)} the blue
task set supported by the machine at τ . Value ci(τ) is called dynamic execution time and represents the
remaining execution time of Bi at τ . A deadline occurs at di. We assume that B(τ) is ordered such that
i < j implies di ≤ d j.

The acceptance test of blue tasks within a system involving RLP skippable tasks presented below in
Theorem 2, is based on the one established by Silly-Chetto and al. [14] for the acceptance of sporadic
requests occurring in a system consisting of basic periodic tasks (i.e., without skips).

Theorem 2. Task B is accepted if and only if, for every task Bi ∈ B(τ)∪{B} such that di ≥ d, we have

δi(τ) ≥ 0, with δi(τ) defined as:

δi(τ) = ΩEDL
T(τ)(τ ,di)−

i

∑
j=1

c j(τ) (2)

δi(τ) is called slack of task Bi at time τ which represents the maximum units of time during which
the task could not be served by the processor without missing its deadline. ΩEDL

T(τ)(τ,di) denotes the total

units of time that the processor is idle in the time interval [τ ,di]. The total computation time required by
blue tasks within [τ,di] is given by ∑

i
j=1 c j(τ)

The procedure that implements the acceptance test calls for the EDL algorithm for the computation
of the total idle times which will be used to compute the slack of blue tasks. Then, this slack is compared
to zero. Thus, the acceptance test proposed in this paper runs in O(⌊R

p
⌋n + blue(τ)) in the worst-case,

where n is the number of periodic tasks, R is the longest deadline, p is the shortest period, and blue(τ)
denotes the number of active blue tasks at time τ , whose deadline is greater or equal to the deadline of
the occurring task. Note that this acceptance test could be implemented in O(n+blue(τ)) by considering
and maintaining to update additional data structures using slack tables, as proved in [15].

Illustrative example

RLP/T scheduling is illustrated in Figure 5 with the periodic task set T defined in Table 1. It is
easy to see that RLP/T improves on both RLP and BWP. Only two violations of deadline relative to
blue task instances are observed: at time instants t = 40 (task T4) and t = 60 (task T3). The acceptance
test contributes to compensate for the time wasted in starting the execution of blue tasks which are not
able to complete within their deadline. As we can observe, in the RLP case (see Figure 4), T3 blue
instance released at time t = 48 is aborted at time t = 60 (2 units of time were indeed wasted). Note
that the rejection of this blue task instance, performed with RLP/T, contributes to save time used for the
successful completion of T4 blue instance released at time t = 50.

In section 6, we quantify more precisely the gain of performance of RLP/T upon RLP, BWP and
RTO.

5 Applying theory to real-world problems

5.1 Multimedia applications

In order to understand the importance of CPU scheduling in multimedia real-time applications, it is
useful to place the issue in context. Multimedia implies a certain amount of data to be handled within a
specified time frame and requires a tremendous amount of resources to accommodate. For multimedia
applications to function correctly, there must be a steady stream of data for the output devices to process.
For the viewer to perceive continuous media such as movies or music, the output devices have to output



360 Audrey Marchand, Maryline Chetto

-

-

-

-

-6 6 6

6 6 6 6

6 6 6 6 6

6 6 6 6 6 6

6 6 6 6 6 6 6

0 30 60

0 20 40 60

0 15 30 45 60

0 12 24 36 48 60

0 10 20 30 40 50 60

T0

T1

T2

T3

T4

: processing red task

: processing blue task

6 : release time

Figure 5: RLP/T scheduling algorithm (si = 2)

new media within strict time constraints (e.g. 30 frames per second for video applications). Given this
observation, one gets a better understanding of the crucial role of CPU scheduling in such applications.

Consider a simplified model of a real-time telesurveillance application, as represented in Figure 6.
The relevant tasks are the acquiring tasks and the display task. Video data are first captured and digitized
through video capture devices such as video cameras. Then, each video capture task “Acqi" reads the
input video buffer relative to its camera, thus periodically acquiring incoming frames. Downstream
from the chain, another task named “Display" is in charge of continuously consuming frames from an
output frame buffer and sending the acquired video frames to a final display device composed of various
telesurveillance screens.

Figure 6: Simplified architecture of a real-time telesurveillance application

One important problem part of the management of telesurveillance systems is the data refreshing rate
on the display device. Indeed, by definition, such a system must provide pictures as recent as possible
to be useful. If there is no data for the output devices to process, there is buffer underflow. The media
application will stall and wait for new data to be provided. Naturally, buffer underflow should be avoided
whenever possible.

Scheduling implies multiplexing a resource among several tasks to ensure all throughput require-
ments are met. In the present case, the problem consists in ensuring an acceptable refreshing rate (i.e. a
guaranteed QoS level).

5.2 Dynamic QoS scheduling

For multimedia applications, the CPU scheduler determines the resulting quality of service. The
more CPU cycles allocated to a task, the more data can be produced, thus providing a better quality
output. In the previous example, more CPU cycles produce more frames, thus allowing more frames per
second to be displayed on the workstation monitor. However, if several videos are executing at the same
time there may not be enough CPU cycles available to produce all the video frames requested. In this
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Figure 7: QoS of periodic tasks with low and high skip parameters (si = 2 and si = 6)

overloaded situation, the quality of service (i.e. frame rate) is reduced to a lower acceptable level, which
results for instance to display an image at 15 frames per second instead of 30 frames per second. The
resulting video just appears less smooth during the transient overload period.

Now, let us consider RLP or RLP/T algorithms for scheduling the application described in Figure 6.
At initialization time, the application specifies a desired average rate of execution by appropriately setting
the skip parameter si of each “Acqi" task. RLP (or RLP/T) scheduler can be viewed as an EDF priority-
based scheduler coupled with a skip-over rate regulator. That ensures every task not to be executed
below a specified rate, whatever is the CPU workload. RLP and RLP/T superiority over RTO and BWP
effectively results in a higher and guaranteed frame rate on the workstation monitors.

6 Simulation Study

In this section, we summarize the results of a simulation study which compares the performance of
the different QoS scheduling algorithms. The objective is to maximize the actual QoS level of periodic
tasks, i.e., the ratio of periodic tasks which complete before their deadline.

Experiments also evaluate the impact of the skip value for each algorithm, namely RTO, BWP, RLP
and RLP/T.

6.1 Simulation context

The simulation context includes 50 periodic task sets, each consisting of 10 tasks with a least common
multiple equal to 3360. Tasks are defined under QoS guarantees specified by uniform si. Their worst-
case execution time is randomly generated and depends on the input setting of the periodic load Up.
Deadlines are equal to the periods and greater than or equal to the computation times. Simulations have
been processed over 10 hyperperiods.

6.2 Varying the periodic load

Measurements rely on the ratio of periodic tasks which complete before their deadline. The evalua-
tion is done varying the periodic load Up. The results obtained for si = 2 (one instance every two can be
aborted) and si = 6 (one instance every six can be aborted) are described on Figure 7.

From the graphs, we can say that BWP, RLP and RLP/T outperform the RTOmodel in which the QoS
level is still constant whatever is the periodic load applied. For si = 6, the actual QoS (which corresponds
to the QoS guarantee) remains constant at a rate of 5/6=83%. The advantage of RLP over BWP is slight
for low skip parameters, and more significant for high skip parameters. We note that the performance of
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Figure 8: The CLEOPATRE framework

BWP and RLP is dramatically worse than the one achieved by RLP/T. This result was expected because
both BWP and RLP attempt to schedule blue instances that have not enough time for completing within
their deadlines. This wasted time is not saved for executing other blue instances with closer deadline.
In contrast, RLP/T finds a way of saving this CPU time by implementing an acceptance test for blue
instances. We can observe that this gain of performance is all the more significant as the periodic load
Up is higher. For instance, in Figure 7, for Up ≥ 120%, RLP/T enjoys more than factor 1

4 success rate
advantage over BWP. Moreover, we observe a very low gradient for the RLP/T curve which is not the
case for other models. For Up = 150% and si = 2, actual QoS levels for RTO and RLP/T are respectively
equal to 50% and 84%, which figures the great predominance of RLP/T over RTO.

The variation of the skip parameter value shows that, for wide loads, the actual QoS of periodic tasks
is all the more improved with RLP/T that the QoS constraint is smaller. For instance, for Up = 110%,
RLP/T applied to periodic tasks with si = 2 will successfully process twice as many periodic instances
over BWP, as with periodic tasks with si = 6. As we can see, the major difference in the performance
between RLP/T and BWP appears not only for heavy loads but also for small value of si.

7 Integration into a Linux-based system

7.1 CLEOPATRE library

RTO, BWP, RLP and RLP/T algorithms have been integrated into a library of free software compo-
nents called CLEOPATRE (Software Open Components on the Shelf for Embedded Real-Time Applica-
tions) [6]. This library, part of a French National Project 1, was designed to provide more efficient and
better service to real-time applications. The purpose was to enrich the real-time facilities of real-time
Linux versions, such as RTLinux [18] or RTAI [9]. RTAI was the solution adopted for this project be-
cause we wanted the CLEOPATRE components to be distributed under the LGPL2 license which is also
the one used in the RTAI project.

The CLEOPATRE library whose framework is shown in Figure 8 offers selectable COTS (Commercial-
Off-The-Shelf) components dedicated to dynamic scheduling, aperiodic task service, resource control
access and fault-tolerance. Components are totally independent from the kernel and the hardware.
Reusability of the components with another hardware and OS is made possible by just adapting the OS
abstraction layer in the TCL component. This component hides the specific features of each platform,
so that the run-time components can be implemented in a portable fashion and adapted to the target’s
processor architecture and board.

RTO, BWP, RLP and RLP/T can be found in a new shelf called “Quality of Service"’. Final users

1work supported by the French research office, grant number 01 K 0742
2Lesser General Public License
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can then build their own customized applications through the flexible and easy-to-use interface provided
by the CLEOPATRE framework.

8 Conclusions

This paper pointed out the need of more flexible scheduling solutions for real-time applications deal-
ing with multimedia and active monitoring systems. Our main contribution was actually to propose and
validate new scheduling algorithms, namely RLP and RLP/T. Their purpose is to enhance the QoS of
periodic tasks that allow skips (i.e the ratio of task instances that do execute within their deadline) while
providing a QoS guarantee (i.e the ratio of task instances that must complete within their deadline).
We considered a real-world problem (i.e. a multimedia application) to bring to light how these algo-
rithms can be implemented in practice in order to provide a better QoS. Simulation results show that the
improvements with both RLP and RLP/T are quite significant compared with basic algorithms. These
new QoS functionalities are available under Linux/RTAI. Our future work includes extending these QoS
scheduling algorithms to multiprocessor systems.
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Ant Colony Solving Multiple Constraints Problem: Vehicle Route
Allocation

Sorin C. Negulescu, Claudiu V. Kifor, Constantin Oprean

Abstract: Ant colonies are successfully used nowadays as multi-agent systems
(MAS) to solve difficult optimization problems such as travelling salesman (TSP),
quadratic assignment (QAP), vehicle routing (VRP), graph coloring and satisfiability
problem. The objective of the research presented in this paper is to adapt an improved
version of Ant Colony Optimisation (ACO) algorithm, mainly: the Elitist Ant System
(EAS) algorithm in order to solve the Vehicle Route Allocation Problem (VRAP).
After a brief introduction in the first section about MAS and their characteristics, the
paper presents the rationale within the second section where ACO algorithm and its
common extensions are described. In the approach (the third section) are explained
the steps that must be followed in order to adapt EAS for solving the VRAP. The
resulted algorithm is illustrated in the fourth section. Section five closes the paper
presenting the conclusions and intentions.
Keywords: Ant Colony Optimisation, Vehicle Route Allocation Problem, Multi-
Agent Systems.

1 Introduction

Ant colonies are used nowadays as multi-agent systems to solve different optimization problems
from the NP-hard class. Examples of such problems are traveling salesman (TSP), quadratic assignment
(QAP), vehicle routing (VRP), graph colouring and satisfiability problem.

The multi-agent systems are copying some or all the characteristics of their biological counterparts
(depending on how much these characteristics are helpful to the MAS solving a particular type of prob-
lem) such as [6]:

• distributed society of autonomous individuals/agents;

• fully distributed control among the agents;

• localized communications among the individual;

• stochastic agent decisions;

• system-level behaviours transcending the behavioural repertoire of the single (minimalist) agent;

• simple interaction rules.

Consequently, the overall very important features of the system are: robustness, adaptability and scala-
bility.
The paper presents the technique of solving yet another difficult problem (VRAP) which belongs to the
NP-hard class of problems. Related work, regarding the ACO and EAS algorithms, is described recently
(2006-2007) in [1], [2], [3], [9]; to weaken redundancy, here details are skipped over. As a result, the rest
of the paper is structured as follows: Section 2 expounds the rationale where Ant Colony Optimisation
(ACO) and its common extensions are explained. Section 3 describes the steps that must be followed
in order to adapt EAS for solving the VRAP. The next section concentrates on presenting the resulted
algorithm. Conclusions and directions of future work (section 5) are closing the paper.

Copyright © 2006-2008 by CCC Publications
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2 Rationale and Approach

The ant colony optimization algorithm (ACO), introduced by Marco Dorigo in 1992 in his PhD
thesis, is a probabilistic technique for solving computational problems which can be reduced to finding
good paths through graphs and is inspired by the behaviour of ants in finding paths from the colony to
food [8].

In all early Ant System (AS) algorithms, ants are searching for (candidate) solutions based on two
main components: pheromone trails and problem-dependent heuristic information. These algorithms
have suffered frequent modifications in order to improve their efficiency. Thus, the AS [5] developed
into the Elitist Ant System (EAS) [4], because each ant that finds a better solution has the chance to
deposit more pheromone.

Other systems that emerged from the AS are the Max-Min Ant System (MMAS) [10] and the Ant-Q
[7] where the deposited pheromone amount is directly proportional to the quality of the found solution.
In the Rank-Based Ant System (ASrank) all solutions are ranked accordingly to their fitness. The amount
of pheromone deposited is then weighted for each solution, such that the more optimal solutions deposit
more pheromone than the less optimal solutions.

The basic VRAP consists in allocating vehicles from a fleet to different routes in such a way that the
average distance travelled in a month is (optimally) equal for all vehicles.

Before designing an ACO algorithm some questions regarding important aspects of the problem must
be answered first [6]:

• The representation of the problem (pheromone model): What are the most effective state features

to consider for learning "the good decisions"?

• Heuristic variables: What are they and what is their relative weight regarding the pheromone in

the decisions?

• Ant-routing table: How pheromone and heuristic variables are combined together to define the

goodness of a decision?

• Stochastic decision policy: How to make good exploration without sacrificing exploitation of

promising/good actions?

• Regarding pheromones: Is it useful to put limits in pheromone ranges? How should the pheromone

initialization and evaporation be dealt with? What is the best policy for pheromone updating:

online or offline?

• Scheduling of the ants: How and/or how many per iteration?

• Restarting the algorithm after stagnation: Would it be better to restart the algorithm when stagna-

tion is detected?

• Daemon components: What is the effect of local search?

The standard form of the EAS algorithm for solving the TSP is presented in figure 1.
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// Initialize pheromone trails
for (every edge i, j) {

τ = τ0
}

// Choose the starting town for every ant
for (k = 1;k ≤ m;k++) {

Place ant k on a randomly chosen city
}
// Initialize the best tour and length
T + = the shortest tour found from the beginning
L+ = the length of the best tour
// Main loop
for (t = 1; t ≤ T max; t++) {

// Compute a tour for every ant
for (k = 1;k ≤ m;k++) {

Build tour Tk(t) by applying n−1 times the following step:
Choose the next node (city) j with the probability

pk
i j(t) =

[τi j(t)]
α ·[ηi j(t)]

β

∑
l∈Jk

i
[τil(t)]α ·[ηil(t)]β

, if j ∈ J

pk
i j(t) = 0, if j 6∈ J

where i is the current city.
}
// Compute the tour lengths for all ants
for (k = 1;k ≤ m;k++) {

Compute the length Lk(t) of the tour Tk(t) produced by ant k

}
// Update the best tour if an improved tour is found
if (an improved tour is found) {

Update T + and L+

print T + and L+

}
// Global update for the pheromone trails
for (every edge i, j) {

Update the pheromone trails by applying the rule:
τi j(t) = (1−ρ) · τi j(t)+∆τi j(t)+ e · τe

i j(t), where
∆τi j(t) = ∑

m
k=1 ∆τk

i j(t)

∆τk
i j(t) =

{

Q/Lk(t),i f (i, j)∈T k(t)
0,otherwise

}

and

τe
i j(t) =

{

Q/L+,i f (i, j)∈T +

0,otherwise

}

}
// Calculate the intensity of the pheromone for next iteration
for (every edge i, j) {

τi j(t +1) = τi j(t)
}

}

Figure 1: Elitist Ant System pseudocode for solving the Travelling Salesman Problem.
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In this paper is presented a problem that has more constraints than TSP in its basic form:

• The number of routes (destinations);

• The number of vehicles in the fleet;

• The route allocation history (the routes must be allocated in an equally distributed manner for each
month - TURNUS);

• The average distance travelled by vehicles in a month (this distance must be (optimally) equal for
all the vehicles - AVERAGE DISTANCE);

• The driver’s rest (of two days) between trips (REST).

Because of these constraints, new variables are necessary to be included in the algorithm for solving
VRAP. Moreover a different approach is necessary regarding the development of the graph used to solve
the problem. In figure 2 are depicted the graphs for solving TSP and VRAP accordingly.

Figure 2: Comparison between the graphs for solving TSP (a) and VRAP (b).

If in the case of TSP the nodes in the graph are representing the cities that the salesman must reach,
and the arches are standing for the roads (their cost being directly proportional to the distance between
cities), in the case of VRAP the nodes (seen as pairs node0 and noden) are equivalent to a certain route
(e.g. Bucharest - Paris) and the arches are representing the cost of allocating a vehicle to that route.
Another approach is that the node0 is a unique virtual node regardless of the name of the city that
corresponds to the departure station (e.g. node0 can be Bucharest, Paris, etc.).
The cost function must include the following factors:

• The vehicle history (the cost is greater if the vehicle departed from node0 and arrived at noden
more recently and smaller otherwise);

• The average distance ran by a vehicle in a month (the cost is directly proportional with the differ-
ence between the average distance and the actual distance).

• The rest (of two days) of the drivers (the cost is directly proportional with the difference between
the required resting days and the actual resting days).
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3 The resulted algorithm

The algorithm for solving VRAP by using the modified Elitist Ant System is presented in figure 3.

// Variables used
// Tmax - maximum numbers of iterations
// R - number of routes
// V - number of vehicles
// H - routes history matrix
// Di j - distance between cities i and j
// Pi j - pheromone intensity between nodes i and j
// a - number of ants used to solve the problem (a is also equal with the number of routes)
// Tkr(t) - the matrix tour of ant k at the iteration t

// C - the vector containing ant tours costs
// T + - vector containing the best tour
// C+ - the cost of the best tour
// α ≃ 0.7 - how much the ants takes in consideration the history
// β ≃ 0.3 - how much the ants takes in consideration the pheromone intensity
// γ ≃ 0.8 - how much the ants takes in consideration the routes distances
// ρ ≃ 0.5 - percent of the pheromone that evaporates
// ε ≃ 0.5 - the multiplication value for the pheromone intensity of the elitist ant
// p0 - minimum pheromone intensity on arches = 10−6

// Initialize pheromone trails
for (every edge i, j) {

Pi j = p0

}
// Initialize the best tour and best tour cost
T + = the best tour found from the beginning
C+ = the length of the best tour

// Main loop
for (t = 1; t ≤ T max; t++) {

// For every vehicle (every ant colony)
for (v = 1;v ≤V ;v++) {

// Choose the starting town for every ant
for (k = 1;k ≤ a;k++) {

Place ant k on node zero (start node)
}
// Compute a tour for every ant
for (k = 1;k ≤ a;k++) {

Build tour T r
k (t) by applying R−1 times the following step:

Choose the next node i in witch the ant k will go
with the probability

pk
vi(t) = [Hvi(t)]

α ·[Pvi(t)]
β ·[Vvi]

γ

∑v∈T r
k
[Hvi(t)]α ·[Pvi(t)]β ·[Vvi]γ

, if i 6∈ T r
k (t)

pk
vi(t) = 0, if i ∈ T r

k (t),
where v is the current vechicle

}
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// Compute the tour costs for all ants
for (k = 1;k ≤ a;k++) {

Compute the cost Ck(t) of the tour T r
k (t) produced by ant k

}
// Update the best tour if an improved tour is found
if (an improved tour is found) {

Update T + and C+

Print T + and C+

}
// Global update for the pheromone trails
for (every edge i, j) {

Update the pheromone trails by applying the rule:
Pi j(t) = (1−ρ) ·Pi j(t)+∆Pi j(t)+ ε ·Pe

i j(t)

}
// Calculate the intensity of the pheromone for next iteration
for (every edge i, j) {

Pi j(t +1) = Pi j(t)
}

}
}

Figure 3: Elitist Ant System pseudocode for solving the Route Allocation Problem.

The α , β and γ parameters are controlling the relative weight of the history, pheromone intensity and
the distance in the process of choosing the next node in the itinerary. The formula for computing the
pheromone intensity between nodes i and j at the t moment is:

Pi j(t) = (1−ρ) ·Pi j(t)+∆Pi j(t)+ ε ·Pe
i j(t), where

• (1−ρ) ·Pi j(t) - the pheromone quantity that evaporates on the arch between nodes i and j at the
moment t;

• ∆Pi j(t) = ∑
a
k=1 ∆Pk

i j(t) - the total pheromone quantity that is deposited on the arch between nodes
i and j at the moment t as sum of pheromone quantity deposited by all the ants that have used this
arch;

• ∆Pk
i j(t) =

{

1−H
T i
k

i ,i f (i, j)∈T i
k (t)

0,otherwise

}

- the pheromone quantity deposited by ant k on the arch between the

nodes i and j if that arch belongs to its itinerary (Tki(t)) at the moment t. This quantity is inversely
proportional with the history of the vehicle on the route associated to the node that points to that
arch;

• ∆Pe
i j(t) =

{

1−H
T e
k

i ,i f (i, j)∈T +(t)
0,otherwise

}

- the pheromone quantity deposited by the elitist ant k on the arch

between nodes i and j if that arch belongs to its itinerary (Tki(t) = T +) at the moment t. This
quantity is inversely proportional with the history of the vehicle on the route associated to the node
that points to that arch.

This process repeats until a certain condition is met (number of iterations, time, the finding of an accept-
able solution, etc.).
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4 Conclusions and intentions

The self-organisation (as in the case of ant colonies) indirectly supports the quality of the allocation
service through the lack of the distortions or the deficiencies that may appear in a centralized coordina-
tion. The resulting implemented algorithm is robust (both reliable and error tolerant). The optimisation
algorithm (Elitist Ant System) proved to be perfectly adaptable to the Vehicle Route Allocation Problem.
The ant colony algorithms are showing an obvious potential as problem-solving tool, at least in the con-
text of simple MAS, and relevant results can be achieved on affordable hardware configurations.
The short-range intentions are:

• Improving the cost formula;

• Finishing the research regarding the control of pheromones and search paths;

• Speeding up the search by fine-tuning the algorithm.

The middle-range target is to apply the optimisation in a real-time manner by modifying the algorithm.
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Computation Results of Finding All Efficient Points in
Multiobjective Combinatorial Optimization

Milan Stanojević, Mirko Vujošević, Bogdana Stanojević

Abstract: The number of efficient points in criteria space of multiple objective
combinatorial optimization problems is considered in this paper. It is concluded that
under certain assumptions, that number grows polynomially although the number of
Pareto optimal solutions grows exponentially with the problem size. In order to per-
form experiments, an original algorithm for obtaining all efficient points was formu-
lated and implemented for three classical multiobjective combinatorial optimization
problems. Experimental results with the shortest path problem, the Steiner tree prob-
lem on graphs and the traveling salesman problem show that the number of efficient
points is much lower than a polynomial upper bound.
Keywords: multiple objective optimization, combinatorial optimization, complexity
of computation.

1 Introduction

For all combinatorial problems cardinality of the feasible solution set grows exponentially with the
problem size. For one group of combinatorial problems (e.g. the shortest path problem, the shortest
spanning tree problem, assignment problem etc.) algorithms that can find a solution of a single-criterion
problem in polynomial time are known. This problem class is denoted by P. For other combinatorial
problems (e.g. traveling salesman problem, Steiner tree problem, knapsack problem etc.) so called non

deterministic polynomial algorithms exist. These problems belong to the class denoted by NP. For this
problem’s class it is not proved whether polynomial algorithms exist or not. There is a third class of
problems (e.g. finding all spanning trees for a given graph) for which it is known that they can be solved
only by exponential algorithms. In such problems result usually consists of exponential amount of data,
so the exponential time is needed just to represent them. Let’s denote this class by E.

In all known literature which concerns multiobjective combinatorial optimization (MOCO), mostly
the set of Pareto optimal solutions is being observed, and it has been stated that its size can grow expo-
nentially with the problem size. Moreover, with sufficient number of uncorrelated criteria it is possible
to achieve that every feasible solution is Pareto optimal [1]. This implies that there is no efficient method
of determining all Pareto optimal solutions for problems of bigger dimensions, because such a procedure
would not be even NP hard, but strictly exponential, i.e. it would belong to class E. Such results are
confirmed for many known problems, such as: the shortest spanning tree, the shortest path problem,
traveling salesman problem, assignment problem and knapsack problem [2, 3, 4, 5, 7].

In Section 2 some multiobjective optimization models are introduced. Section 3 presents the imple-
mented algorithm which is applied in order to find all efficient points of multiobjective combinatorial
optimization problems. Experimental results described in Section 4 show that the number of efficient
points is even much lower than a polynomial upper bound. In Section 5 some concluding remarks are
formulated.

2 Multiobjective optimization models

The general model of multiobjective optimization problem can be briefly formulated as follows.

min
x∈X

f (x) (1)

Copyright © 2006-2008 by CCC Publications
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where x is the decision variable, X is the feasible solution set, and f = ( f1, . . . , fp) is the p-dimensional
vector of objective functions.

The solution x∗ ∈ X of Problem (1) is Pareto optimal if there is no other solution x ∈ X such that
fk(x) ≤ fk(x

∗) ∀k = 1, . . . , p, where at least one of these inequalities is a strict inequality. If x∗ is Pareto
optimal solution of Problem (1), the point y∗ = f (x∗) is called the efficient point in the criteria space.

The set of all Pareto optimal solutions is called the Pareto set and it is denoted by XPar. The set of all
efficient points in the criteria space is called the efficient points set and it is denoted by Ye f f .

A solution obtained by minimizing the objective function fk(x) over X , is called the marginal solution
for the k-th criterion of Problem (1).

One marginal solution which is Pareto optimal is called Pareto optimal marginal solution. If x is a
Pareto optimal marginal solution then f (x) is called efficient marginal point.

Remark 1. For each criterion k = 1, . . . , p at least one Pareto optimal marginal solution exists. It can be
obtained by lexicographic optimization putting k-th criterion to have the first priority.

All notions regarding Problem (1) can be applied to the next models which are defined as its particular
cases.

The model of multiobjective combinatorial optimization problem can be formulated as follows.

min
x∈χ

f (x) (2)

where x is the decision variable, χ is the feasible solution set of the model which is a subset of the power
set of a finite set E (i.e. χ ⊂℘(E), E = {e1, ...,em}), and f = ( f1, ..., fp) is the p−dimensional vector of
objective functions.

Moreover, x ∈ χ can be represented by a binary m-dimensional variable (x1,x2, ...,xm) ∈ {0,1}m

where xk = 1 if and only if the corresponding element ek ∈ E belongs to x and xk = 0 if and only if the
corresponding element ek ∈ E does not belong to x.

The experiments related to the number of efficient points of multiobjective optimization problems
were done on three types of multiple objective network problems: multiobjective shortest path prob-
lem (SPP), multiobjective Steiner tree problem on graphs (STP) and multiobjective traveling salesman
problem (TSP).

For all the three problems, an undirected graph G = (V,E) with |V | = v vertices, |E| = m edges and
wk : E → Z

+, k = 1,2, ..., p weight functions on the edges is given. In addition, for SPP starting vertex
s ∈V and target vertex t ∈V and for STP set of terminal vertices T ⊂V are given.

For each of the problems, each feasible solution represents a specific graph structure. For SPP it is a
path from s to t and the feasible set χ is a set of all such paths. For STP, χ represents set of all Steiner
trees of graph G and terminal nodes T . And for TSP χ is a set of all Hamiltonian cycles.

For any of the problems, a feasible solution x ∈ χ is a set of edges that belong to a feasible graph
structure. Alternatively, a feasible solution is a vector (x1,x2, . . . ,xm) ∈ {0,1}m that satisfies a set of
constraints specific to each problem.

The form of goal functions in each of above mentioned problems can be twofold, depending on the
type of k-th criterion:

• When a criterion represents length or weight, the corresponding goal function is linear as follows

fk(x) =
m

∑
j=1

ck
jx j (3)

and it is minimized.

• When a criterion type represents capacity, the corresponding goal function is

fk(x) = min
1≤ j≤m

ck
jx j (4)
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and it is maximized.

Problems of minimizing a function of type (3) are called minisum, while problems of maximizing a
function of type (4) are called maximin or bottleneck problems. Coefficients ck

j, j = 1, . . . ,m, k = 1, . . . , p

in general case are real numbers that represent length, height, weight or capacity of elements of set E.
In our experiments it is presumed that coefficients ck

j, j = 1, . . . ,m, k = 1, . . . , p have integer values.
Practically that does not mean a loss of generality because in real life problems coefficients are rational
numbers which can be transformed to integers.

In one multiobjective combinatorial optimization problem both kinds of goal function can exist. If
functions of type (4) exist, they can be transformed to

fk(x) = max
1≤ j≤m

(

−ck
jx j

)

, (5)

that have to be minimized, in order to match the general formulation (2).

3 Applied algorithm

In order to find all efficient points for mentioned problems an original algorithm was formulated and
implemented. The algorithm is based on ε-constraints method which is usualy used in apriori approach
(when the decision maker’s preferences about criteria are known before optimization). Our method is
developed for aposteriori approach (when optimization is done with purpose to present information about
nondominated solutions to decision maker).

f
2

1
f1

ε

A

D

C

B

Figure 1: Sketch of applying algorithm

For finding all efficient points of a combinatorial optimization problem with two objective functions

min{( f1 (x) , f2 (x)) |x ∈ X}

the following algorithm was applied.

Algorithm 2.
Input: Parameters of the problem.

1. For both criteria find efficient marginal points f k =
(

f k
1 , f k

2

)

,k = 1,2.

2. Identify index s such as
∣

∣ f 1s − f 2s
∣

∣ = min
{∣

∣ f 11 − f 21

∣

∣ ,
∣

∣ f 12 − f 22

∣

∣

}

. Use fs as a search criterion and

another one, denoted by fo, as an optimization criterion.
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3. Initialize Ye f f =
{(

f 11 , f 12
)

,
(

f 21 , f 12
)}

and εs = f o
s −1.

4. Solve problem min{ fo (x) |x ∈ X , fs (x) ≤ εs} and denote by x∗ its solution.

5. Ye f f = Ye f f ∪{( f1 (x∗) , f2 (x∗))}.

6. Put εs = fs (x
∗)−1. If εs > f s

s then go to Step 4, otherwise STOP.

Output: Set Ye f f .

An example of a part of criteria space and efficient points obtained by Algorithm 2 is graphically
represented in Figure 1.

Points A and B represent eficient marginal points
(

f 11 , f 12
)

,
(

f 21 , f 22
)

of the problem. They were ob-
tained by independent optimization of criteria f1 and f2 respectively and they are efficient points of the
multiobjective problem. In this example f1 is the search criterion and f2 is the optimization criterion.
Points C and D are also efficient points of the problem and they were obtained in two succesive itera-
tions. Efficient point C is obtained in the first iteration. In the next iteration point D will be obtained
by optimizing second objective function over the initial feasible set reduced by the additional constraint
f1 (x) ≤ ε1.

Remark 3. Algorithm 2 can be extended for problems with more than two criteria by putting one criterion
to be optimization criterion and all others to be search criteria. Efficiency of such procedure can be
questionable because all search criteria have to be recursively checked. This implies time and resource
consumption problems. Also, efficient marginal points can be difficult to be determined in this case.

4 Experiments

Problem SPP, in its single objective version, belongs to the class P and its multiobjective version
represents one of the most studied problems of MOCO. Problem STP in its single objective version with
a minisum criterion belongs to the class NP, but if objective function is of type maximin, it belongs to
the class P [9]. The single objective TSP, with any type of objective function (minisum or maximin) is an
NP hard problem.

4.1 Description of the developed computer programs

For each of the problems, a specific computer program was developed by authors. Each program
determines all efficient points (and one solution for each of them) using Algorithm 2 adapted to the
corresponding problem.

The programs for SPP and STP support instances with both kinds of objective functions minisum and
maximin. Program for TSP supports only instances with minisum criteria type.

For all the experiments random instances with certain characteristics were generated. All instances
had two non correlated criteria. Each result of experiments is obtained as an average of 10 randomly
generated instances with the same characteristics.

For SPP problem instances had specific structure in order to provide paths to have at least
√

m edges.
Graph density varied between 36% and 60% depending on the number of vertices. Instances with smaller
number of vertices had higher density.

Instances for examining STP problem were generated so each vertex has a certain probability to be
connected to any of other vertices. Both, too dense or too spare graphs would not be proper for this kind
of problem. Average number of a vertex degree was 7 for all dimensions, e.g. average density was 35%
for graphs with 20 vertices and 14% for graphs with 50 vertices. The number of terminals was 5 for all
instances.
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TSP instances were generated in a similar way as STP, but density was higher, 50% for all graph
dimensions.

4.2 Example

In order to present the procedure of performing experiments a short example of finding all efficient
points of a small instance of STP problem is given below.

The instance has the following characteristic: unoriented graph with 10 vertices and 20 edges (con-
sequently, graph density is 44% and average number of vertex degree is 4), 5 terminal nodes, two criteria
of type minisum. Edges weights were generated randomly from interval [10,99]. Criteria were not cor-
related.

The upper triangular matrix of edges weights for both criteria is given below.

































0 98/95 - - 45/17 - 92/12 - - 41/45
0 - 67/58 - 12/89 - - 32/47 -

0 65/98 22/61 - 71/67 19/32 - -
0 - 33/49 - 83/32 - -

0 18/70 11/93 51/47 10/53 -
0 - 44/51 - -

0 - - 12/29
0 - -

0 15/25
0

































Results obtained by developed program using Algoritm 2 are presented in Table 1.

Table 1: Output results - coordinates of efficient points
No. First criterion values Second criterion values Remarks
1 130 286 supported point
2 174 276 -
3 176 236 supported point
4 199 234 -
5 232 231 -
6 236 200 supported point
7 275 186 supported point

Seven efficient points were obtained and their coordinates in criteria space are given in Columns
2 and 3 of Table 1. Also, for each efficient point it is determined wether they are supported or non
supported points (information given in Column 4 of Table 1).

4.3 Types of the performed experiments

Tree groups of experiments were performed.
The first group was inspired by a supposition that the upper bound for the number of efficient points

depends on the length of the intervals from which edges lengths can get integer values. Three such inter-
vals were defined: I1=[10, 99], I2=[100, 999] and I3=[1000, 9999] (as sets of two, three and four digits
numbers) which contain sets of integer values of cardinality 90, 900 and 9000, respectively. Instances
were generated so the lengths of edges would get random values from a certain interval, independently
for each criterion. All combinations of the intervals for the first (C1) and second (C2) criterion were
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checked. All the experiments from this group were performed on graphs with 20 vertices. Both criteria
were of minisum type.

For all problems, SPP, STP and TSP, two values were observed: upper bound (UB) and actual num-
bers of efficient points (EFF).

The upper bound was calculated by the formula

UB = min
{

f 21 − f 11 , f 12 − f 22
}

+1 (6)

where
(

f k
1 , f k

2

)

, k = 1,2 are efficient marginal points of the k-th criterion. Both UB and EFF are calculated
as the average of results obtained from 10 randomly generated instances.

In paper [6] a different upper bound was also considered. Although that upper bound has a polyno-
mial growth with the problems size, it is more rough than UB. On the other side for its calculation were
used only parameters of instances. Upper bound UB presented in this paper is far more precise. But, in
order to obtain it, p2 optimizations per instance are necessary to be performed in order to obtain efficient
marginal points.

The analysis and comparisons of upper bound and the actual number of efficient points were per-
formed in order to get an idea about order of magnitude and relations between the values of the UB and
EFF. Results of this group of experiments are given in Table 2.

Table 2: Dependence of the upper bound and efficient points number on the range of edge lengths for
SPP, STP and TSP

prob: SPP STP TSP
C1 C2 UB EFF UB EFF UB EFF

I1 I1 136 9.6 133 7.5 483 40.5
I1 I2 147 6.6 172 8.9 546 44.1
I1 I3 166 7.6 159 7.9 498 39.3
I2 I2 1027 6.5 905 8.7 4951 44.0
I2 I3 1870 9.8 1804 9.3 5489 45.1
I3 I3 13967 8.5 13461 8.0 47606 39.1

average 8.1 8.4 42.0

The second group of experiments was performed in order to check the dependency of the number of
efficient points on the graph size. Because of the exponential complexity of the algorithms for finding all
efficient points for all tree problem types when objective functions are of minisum type, the experiments
were performed for instances with up to 50 vertices. Performing experiments it was concluded that the
number of efficient points for STP with both criteria types minisum and maximin, significantly more
depends on the number of terminal vertices than on total number of vertices in graph. Because of that,
instances of problems SPP and TSP with minisum criteria types were compared separately.

Experiments results for this group are represented in Table 3.
In order to demonstrate “independence” of efficient points number on graphs size for STP, some

experimental results are given for maximin criteria types. For this problem, algorithm is polynomial, so
instances with much bigger number of vertices were able to be solved. These results are given in Table
4.

The third group of experiments considered the types of criteria. Three combinations were observed:
when both criteria were of type minisum (S/S), when the first criterion was of type maximin and second
was of type minisum (M/S) and when both criteria were of type maximin (M/M).

This time the TSP problem was excluded from the experiments because the available software did
not support solving TSP with maximin criterion. Instances with both, 20 and 50 vertices were observed.
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Table 3: Dependence of the efficient points number on the graph size for SPP and TSP

problem SPP TSP
v UB EFF UB EFF

10 622 3.5 771 4.7
20 1096 8.3 4809 43.9
30 2158 15.0 8365 105.5
40 2333 19.1 14116 223.5
50 2371 16.8 18521 373.9

Table 4: Depedence of the efficient points number on the graph size for maximin STP

intervals: I1 I2 I3 average for size
v UB EFF UB EFF UB EFF EFF

50 35 5,1 224 3,9 3928 7,1 5,4
100 33 5,7 235 3,6 4269 7,2 5,5
200 24 4,0 267 5,5 3233 5,0 4,8
500 26 4,3 181 3,1 2357 3,7 3,7
1000 13 2,3 153 4,1 1858 3,9 3,4
2000 14 3,6 161 4,9 1830 4,1 4,2

average for interval 4,2 4,2 5,2 4,5

The results of the third group of experiments are represented in Table 5.

Table 5: Dependence of the efficient points number on the type of criteria for SPP and STP

criteria type: C=S/S C=M/S C=M/M
problem v UB EFF UB EFF UB EFF

SPP 20 2886 8.1 938 5.4 309 2.6
50 5689 20.0 1141 12.8 739 5.4

STP 20 2772 8.4 908 7.8 667 5.5
50 2815 8.9 818 9.6 674 5.8

5 Conclusion

We can make the following conclusions which are based on results presented in Tables 2, 3, 5.
Although the problems SPP, STP and TSP have very different nature, their number of efficient points

show very similar characteristics.
The most interesting are the values in columns EFF. First of all, they are surprisingly small, and

second, the influence of the observed parameters to it is very low or even insignificant.
Observing Table 2, it is obvious and expected that upper bound UB grows with the size of the intervals

from which edges take their values. Very unexpected is that the actual number of efficient points does
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not show any dependence on the size of the intervals for all three problems.
It is also obvious that TSP has about five times bigger number of efficient points than SPP and STP

which have similar number. Explanation is that for instances we used, TSP solutions contain more edges
than solutions of SPP and STP. Consequences are that the distance between the two efficient marginal
points is bigger, because of that UB is also bigger and it is expected that bigger number of efficient points
can be between them.

Observing the results from Table 3 a little deviation can be noticed for SPP between graphs with
40 and 50 vertices. Namely, the number of efficient points on this stage starts to decrease. However,
we concluded that the deviation is accidental, especially because in the next group of experiments, on
different instances with the same characteristics (SPP, 50 vertices, S/S) is obtained value 20.0 (shown
in Table 5) which matches the value expected in Table 3. Here the number of efficient points is bigger
for TSP and moreover, it grows faster than for STP. This is in accordance to the previous explanation
because the number of edges in solution for TSP grows linearly with number of vertices and for SPP is
approximately

√
m.

Finally, the results from Table 5 show that the number of efficient points is smaller for maximin than
for minisum type of criteria, i.e. if more criteria are of maximin type, smaller will be the number of
efficient points. A slightly deviation of that rule is in the last row where for M/S combination of criteria
types is a bigger number of efficient points than for S/S. Still we consider this as an accidental deviation.

It was mentioned before and presented in Table 4 that the number of efficient points for STP does
not depend much on the number of vertices and it is also obvious from the last two rows of Table 5.

In all the considerations in this paper it was assumed that criteria are not correlated. On the other
hand, the number of efficient points decreases with the increase of correlation between criteria. Since it
is known that between many criteria used in practice correlation exists (the length, time and price of path,
price and reliability etc.), we can expect even less number of efficient points when it comes to practical
problems.
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University of Belgrade

Faculty of Organizational Sciences
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Redistributing Fragments into a Distributed Database

Leon Ţâmbulea, Manuela Horvat-Petrescu

Abstract: A distributed system database performance is strongly related to the frag-
ment allocation in the nodes of the network. An heuristic algorithm for redistributing
the fragments is proposed. The algorithm uses the statistical information relative to
the requests send to a distributed database. This algorithm minimizes the size of the
data transferred for solving a request. Assuming that a distribution of the fragments
in the nodes of a network is known, the algorithm generates a plan to transfer data
fragments, plan that will be used to evaluate a request.
Keywords: distributed database, fragment allocation, allocation algorithm, transfer
cost, heuristic algorithm, redistribution algorithm

1 Introduction

Let’s consider a distributed database C, formed by n nodes (sites) Si, 0 <= i <m. Each node contains
a local database and has the capability to evaluate requests. The distributed database C contains a set of
n fragments F j, 0 <= j <n. Each F j fragment has a specific dimension dim(F j) - the dimension can be
measured in bytes, pages, so on. Different fragments noted with L j can be stored in a Si node.

Let’s assume that a user is sending a request q (a select, an update, a query). For solving this request,
are necessary a set of fragments r(q) and for each fragment an access right (read/write - depending of the
request) is required.

The great majority of requests received by a distributed database are requests used for data retrieving.
The fragments that should be transferred between the nodes of the network are required when evaluating
a request. An optimal allocation of the fragments in the nodes of the network is necessary for the
request evaluation time to be minimum. In [1, 3, 4, 7, 9, 10, 11] are mentioned other solutions for
solving the allocation problem. Because of the complexity of this problem (NP-complete problem) more
heuristic algorithms were proposed, algorithms with a lower complexity that provide only an approximate
solution. In [8] is described a model that propose a dynamic redistribution of the fragments using the
statistical information gathered in a specific period of time. Queries and information about the performed
fragment transfer can be obtained for a specific period of time in a distributed database. Using this data
obtained over a longer period of time, a redistribution of the fragments can be performed for minimizing
the size of the data transfer.

This article is organized as follows: In section 2 is described the model for evaluating a query, and
also the useful information that can be obtained when evaluating this query. The third section describes
the problem of redistributing the fragments in the nodes of a distributed database. For solving this
problem is proposed an heuristic algorithm that minimizes the size of the data transferred between the
network nodes. In section 4 is proposed an algorithm for generating a transfer plan of the fragments
when evaluating a query. This transfer plan is obtained using the query evaluation plan and the fragments
distribution in the nodes of the network. In the final section of the paper is presented a conclusion section.

2 Query Evaluation

An execution plan can be determined for each request q. In centralized databases, lots of studies
regarding how to find an execution plan with a minimum cost were performed, and some results were
implemented in commercial database management systems.

Copyright © 2006-2008 by CCC Publications
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Using the execution plan, a request q can be split in a number of sub requests { qi, i ∈ Iq}, and each
sub request qi corresponds to an operator in the relational algebra. An operator requires one fragment (if
it’s an unary operator) or two fragments (if is a binary operator). These arguments (fragments) can be
stored in a node in the distributed database or can be the result of evaluating other operators.

In a distributed system, a request q can be evaluated as follows [5, 6]:

• Centralized, in a specific node S from the network. All the fragments r(q) necessary for solving
the request q should be transferred in this node S. The node S in which the evaluation is performed
can be determined as the total fragments r(q) transfer cost to be minimum.

• Distributed: each sub request qi is evaluated in a separate node S j in the network and in the S j

node should be found only the r(qi) fragments. The r(qi) fragments can be fragments stored in the
S j node, can be the result of a previous evaluation in this node, or can be transferred from other
node of the network.

In order to evaluate the cost of a request q, there has to be evaluated the cost of the operators and the
cost of the fragments transfer to the nodes where these operators are evaluated ([5, 6]). In this section as
in the next one, we will analyze the fragment redistribution problem in the nodes of a distributed database
in order to obtain a minimum cost for data fragments transfer when evaluating requests.

Let’s note with ci, j the cost of the transferring a data unit from the node Si to the node S j. For
a fragment F (that is stored in the node or is a fragment resulted from evaluating previous requests)
transferred from node Si to the node S j the total cost is ci j * dim(F). Because the ci j cost is relative but
the difference between them (in absolute terms) is relatively small, we’ll suppose in this paper that they
are constants; ci, j =1, 0 <= i, j <m. This assumption simplifies the solution for the proposed problem.

A request q can be split into elementary queries (operations) that execute over different fragments
stored in the node N. If such an elementary request (a join operator for example) uses fragments that are
not stored in the same node, than all the fragments should be transferred to the same node.

In the following example, the distributed database is composed by two relations: A and B, and has
horizontal fragmentation, such as:

A = A1 ∪ A2 ; B = B1 ∪ B2 ;

The request/query q for this database is:

q = A * σ c(B)

where c is a condition and "*" represents a join operator.

If all the fragments are stored in the same node than the request q can be evaluated in the node with-
out requiring other data transfers. If all the fragments (A1, A2, B1 and B2 ) are stored in different nodes
(noted with S0, S1, S2 and S3) then evaluation of the request q implies a data transfer cost. We’ll consider
that the requests q is required in a node S different from the previous mentioned nodes (S0, S1, S2 and S3)
where the data fragments are stored. Two evaluation strategies can be considered:

1. The evaluation is performed in the node S, so each required fragment is transferred from the node
where is stored into the S node. The size of the whole transfer is:

dim(A1) + dim(A2) + dim(B1) + dim(B2).

2. The evaluation is performed in a distributed manner: for this case the request q can be transformed
as follows:



386 Leon Ţâmbulea, Manuela Horvat-Petrescu

q = A * σ c (B) = (A1 ∪A2 )* σ c (B1 ∪ B2) =
= [A1 * σ c (B1 ∪ B2)] ∪[A2 * σ c (B1 ∪ B2] =

= [A1 * ( σ c (B1) ∪σ c (B2))] ∪[A2 * (σ c (B1) ∪σ c (B2))]

The request q can be evaluated using the following graph, where we consider that the result of eval-
uating σ c (Bi) will have a size/dimension di smaller that dim(Bi), i=1,2.

Let’s note with B’i = σ c (Bi), i=1,2 the results of the selection from the S2 and S3 nodes and d3

= dim(B’1 ), d4 = dim(B’2).

In the nodes of the following graph (the nodes of the graph represent the nodes of the network) are
presented the operators (unary and binary) that are evaluated and on the links are shown the data transfers
required in the evaluation process.

The total cost of the transfer will be 2 (d1 + d2 + d3 ) + d4.

In a distributed database the fragments can be replicated - a fragment can be stored in more than one
site/node. For the distributed database presented above, we’ll exemplify for two fragment distribution
plans the corresponding execution plan.

3.
Node S0 S1 S2 S3

Fragments A1 , A2 B1 , B2 A1 , B1 A2 , B2

4.
Node S0 S1 S2 S3

Fragments A1 , B1 A1 , B2 A2 , B1 A2 , B2
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3 Redistribution of the fragments

Let’s assume the following situation: in a distributed database for a specific period of time T is
required to obtain the answers to a set of requests Q. The problem raised is the redistribution of the
fragments as the size of the data transfers between the nodes for the same set of requests Q (if they are
repeated) to be decreased. The size of the transfer will be zero if the database in completed distributed
(so each fragment is stored in each node).

We’ll assume that the size of each node in the network is limited by a maximum value noted with
DMax, and the number of the replica r j for a fragment F j is between two limits:
1 <= r j <= RMax j , 0 <= j <n.

The problem of optimal redistribution of the fragments is quite difficult as the optimization performed
by the query optimizer must be taken into account and also must be taken into account the size of the
data transfer between the nodes. Due to the complexity of this problem, more heuristic algorithms were
proposed (for example [1, 3, 4, 7, 9, 10, 11]). We describe a new and much simpler algorithm which
offers an approximate solution for the proposed problem.

The result of generating an execution plan for a query q is a list of operators that should be evaluated:
op1(X) - for an unary operator or op2(X, Y) in case of binary operators, where X and Y are fragments
stored in the database or are the result of evaluating previous operators. If is an unary operator, then the
evaluation can be performed in the node where the operand is stored and no data transfer is required. In
case of a binary operator op2(X, Y), the evaluation can be performed in the node where the X fragment is
stored or is determined, or where the Y fragment is stored or is determined. The node is chosen in order
to minimize the data transfer size.

From the information obtained when evaluating the set of requests Q, in a fragment redistribution is
used only the information related to the data transfer: "the fragment X (or the fragment obtained from an
evaluation in a node where the fragment X is stored) is transferred in a node where is stored the fragment
Y (or the fragment obtained from an evaluation in a node where the fragment Y is stored)".

The data transfers occur only when evaluating binary operators. For example, for the evaluation
strategy b from the previous section the following transfers occur:
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Binary operator Data Fragment Observations
R’1 = A1 * B’1 B1, A1, d1 The meaning of the first line is: d1 is transferred

from a node where B1 is stored to a node where A1

is stored
R’2 = A1 * B’2 B2, A1, d1
R"1 = A2 * B’1 B1, A2, d1
R"2 = A2 * B’2 B2, A2, d2
R’ = R’1 ∪ R"2 A1, A1, d3 Does not require transfer
R" = R"1 ∪ R"2 A2, A2, d4 Does not require transfer
R = R’ ∪ R" A1, A2, d3

The final result where the fragment A2 with size d3 + d4 is stored must be transferred to the node S.

For a set of requests Q that were evaluated in a period of time, a journal with two types of information
can be created:

1. A set of tuples: T1 = { ( Fi, F j, di ), i ∈ I }, where a tuple t = (Fi, F j, di) has the meaning that
from a node that stores the Fi fragment, some data with size di is transferred in a node where the
fragment F j is stored.

2. A set of tuples: T2 = { ( Fq, Sq, dq ), q ∈ Q}, where a tuple t = (Fq, Sq, dq) corresponds to a query
q ∈ Q and has the following meaning: from the node where the fragment Fq is stored (and where
the query evaluation was finalized) some data with size dq are transferred in the node Sq where the
result for the query q is required.

The algorithm has two phases:

First phase: the distribution of the fragments in the virtual nodes is performed such as the total size
of the data transfer to be minimum.

Second phase: the m virtual nodes created in the first phase are associated with the real nodes in such
a manner as the size of the data transfer involved in answering the queries to be minimum.

A pair of fragments Fi and F j can be found in more than one tuple from T1 set, and can correspond
to a set of binary operators required by the queries from the set Q. If these two fragments are stored in
the same node, than there is no data transfer for neither one of the binary operators. In the proposed
algorithm, a matrix V = (vi, j) , 0 <= i, j <n will be determined. The vi, j represents the size/dimension
of the data fragments that don’t have to be transferred when evaluating the queries from Q in the case
when the fragments Fi and F j are stored in the same node.

The V matrix can be easily determined using the following algorithm:

1. vi, j = 0, 0 <= i, j <n;

2. For each t = (Fi, F j, di) ∈ T1: vi, j = vi, j + di;

3. For each 0 <= i <n, 0 <= j <i: w = vi, j + v j ,i ; vi, j = w, v j ,i = w

The V matrix is symmetrical and the values have the mentioned significance. The values: vi, j , 0 <=

j <= i <n represent the inferior block of the matrix V.
These values will be sorted in a descending order and will be used (in this order) to generate a new

data fragments distribution in the distributed database.

The proposed algorithm is given in the next paragraph and contains four phases:
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1. For each node Si , 0 <= i <m the following initializations will be performed:

(a) si = 0; ( the size/dimension used by the node Si)

(b) Li =Φ; ( the set of the fragments stored in the node Si)

(c) For each fragment F j, 0 <= j <n: r j = 0; (the number of replicas of the fragment F j)

2. The values from the V matrix are retrieved in a descending order. A tuple t = (Fi, F j, vi, j)

corresponding to a value vi, j from the V matrix represents a gain obtained for the total transfer
size/dimension if the fragments Fi and F j are stored in the same node. For this tuple t will be
determined the node that offers the best advantage in the case that the mentioned fragments will
be added there. For finding this node, the algorithm will compute the gain ck obtained if these
fragments are attached to the node Sk, and will keep track of an indicator sitk. The value from sitk
is referring to the state of the fragments {Fi, F j } relative to the set Lk , for 0 <=k <m. (Lk is the
set of the nodes existing in Sk).

(a) If Fi ∈ Lk and F j ∈ Lk, (the fragments Fi, F j are already added to the node Sk, then:

ck = 0; sitk = 1;

(b) If Fi ∈ Lk and F j /∈ Lk, then:

If r j <RMax j and Sk + dim(F j) <= DMax, then

sitk = 2, ck = 0;

For Fp ∈ Lk : ck = ck + v j p;

Note: the fragment F j can be added to the node Sk and the gain obtained will be ck;

Else sitk = 1, ck = 0;

(c) If Fi /∈ Lk and F j ∈ Lk, then:

If ri <RMaxi and Sk + dim(Fi) <= DMax, then

sitk = 3, ck = 0;

For Fp ∈ Lk : ck = ck + vi p;

Else sitk = 1, ck = 0;

(d) If Fi /∈ Lk and F j /∈ Lk, then:

If ri <RMaxi and r j <RMax j, and Sk + dim(Fi) + dim(F j) <= DMax, then

sitk = 4, ck = vi j;

For Fp ∈ Lk : ck = ck + vi p+ v j p;

Else sitk = 1, ck = 0;

A node Sk with ck maxim will be determined. Depending on the value sitk the following data are
modified: Lk, Sk, ri, r j.

3. If a fragment Fi was not used in the binary operators obtained from Q in the period of time T

used to analyze and to evaluate the requests from set Q, then the result in the precedent step will
be ri = 0, and that means that the fragment Fi was not stored in the nodes of the network. In this
case, a node from the network with enough space to store the fragment Fi without removing other
fragments will be selected.

(a) sit = 0;

(b) For each 0 <= k <n:

If Sk + dim (Fi) <= DMax, then

Fi is added to the node Sk, (Sk, Lk will change; ri = 1);
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sit = 1;

Endif

If ind=0 after running the previous algorithm it means that the fragment Fi could not be
added to a node then other fragment Gk ∈ Lk will be searched for. The fragment Gk is chosen
as the node Sk will have the smaller lost when removing it:

(c) For 0 <= k <m:

ck =∞;

For each Fp ∈ Lk:

cc = ∑ vi, j; F j ∈ Lk, j 6= p

If cc <ck then ck = cc, Gk = Fp

(d) Is determined the Sk node having a minimum value for ck. In the Sk node the Gk fragment is
replaced by the Fi fragment. The value from Lk, ri, and r position corresponding to Gk will
be updated.

4. The Ri set containing the nodes where the fragment Fi is stored is computed for each fragment Fi.
(Ri is the set of the Fi replicas)

At the end of this algorithm were determined the value of Lk for each node Sk, 0 <= k <n. The virtual
nodes can be allocated to the real nodes using the information obtained from the set of requests Q. The
virtual nodes can be allocated to the real nodes according to the node where evaluation is required. This
allocation will be done using a second set of tuples: T2 = {(Fq, Sq, dq), q ∈ Q} . For a request q, if the
fragment Fq is stored in the node Sq (Sq is the node where the answer to the request q is required) then
the data with the size dq are not transferred.

We’ll assume that the virtual nodes where the fragments are allocated are S k, 0 <= k <m, and the
real nodes from the distributed database are SR k, 0 <= k <m.
With ci, j is noted the total gain obtained when transferring the answers of the requests from Q if the
virtual node Si is stored in the real node SR j. (ci, j is the size of the data from all the answers for all the
requests that are transferred from Si to SR j.) The ci, j values can be computed as follows:

ci, j = 0; 0 <= i , j <m;

For each t = (Fi, SR j, d) ∈ T2,

For each Sk ∈ Ri (the nodes containing Fi replicas):

ck, j = ck, j + d

Is build a graph with the nodes Sk, SRk, 0 <= k <m, and the value ci, j will be associated to the line
from Si to SR j. For this graph is determined the maximum cupling with the maximum value [2]. Using
this coupling, a virtual node Si will correspond to a real node SR j where the Li replicas are stored. Using
this redistribution the Ri set could be recomputed.

4 Fragments transfer plan when evaluating requests

A request q is split by the execution plan in as set of operators {op0, ... opn−1}. The result of the
request q is the result of evaluating the last operator, as the other operators generate intermediate results.
Evaluation plans can be created for each operator, these plans detailing all the data transfers required in
the evaluation process and the size of the transfers. If more than one evaluation plan (that evaluates in
the same manner) can be created for an operator, than the plan that requires less data (in terms of size)
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for transfer will be used.

Coming next is an evaluation plan for a request showing the data transfers. The plan can be noted
with:

P = ( evaluationList; dim),

where "evaluationList" is a succession of actual evaluation of the operators:

evaluationList : (nodi, op1, nod f ) [, (nodi’, op2, nod f ’)]...

A tuple (nodi, op1, nod f ) has the following meaning: the operator "op1" is evaluated in the "nod f "

after a data transfer from "nodi". If nodi = nod f then there is no data transfer when the operator is evalu-
ated (the unary operators always encounter this situation). The fragments used from the nodes nodi and
nod f are effectively stored in the nodes or are the result of previous evaluations performed in these nodes.

"dim" is the total size/dimension of the data transferred in order to evaluate the plan from the evalu-
ationList. This size can represent:
a) the number of the transfers involved in evaluation
b) an average size/dimension of the transferred data. The average size can be found by using values v’i, j

computed in the same time with the values vi, j from section 3. (v’i, j would be the average size of the
data transferred between the node Si and S j when the request set Q is evaluated.)

In the following algorithm will be used for simplicity the first meaning of the "dim" (explained in the
paragraph a) from above).

We will note with P(op) the set of evaluation plans for an operator op. If p = (t0, t1, .... tn−1; d) ∈
P(op) where ti = (S1

i, opi, S2
i), then the following notations can be used:

dim(p) = d;

plan(p) = t 0, t 1, .... t n− 1 = the transfers list required by the plan p

result(p) = S2
n − 1 = the node where can be found the result of the plan p evaluation

An algorithm for generating the plan P(op) is presented in the following paragraph (the data transfers
are taken into consideration).

1. If "op" is an unary operator, so it has the form op(x) then:

(a) If x is a fragment stored in the distributed database then
P(op) = {((S,op,s);o)|S ∈ R(X)},
where R(X) represents the set of the nodes where the fragment x is stored.

(b) If x is a fragment obtain from a previous evaluation of an operator op’ then:
P(op) = {(plan(p),(result(p),op,result(p));dim(p))|p ∈ P(op)}

2. If "op" is a binary operator, so it has the form op(x,y) then:

(a) If x and y are fragments stored in the distributed database then:
P(op) = { ( (S1, op, S2) ; 1) where S1 ∈ R(X) - R(Y) , S2 ∈ R(Y)}
∪ { ( (S1, op, S2) ; 1) where S1 ∈ R(Y) - R(X) , S2 ∈ R(X)}
∪ { ( (S1, op, S1) ; 0) where S1 ∈ R(X) ∩ R(Y)}.

The evaluation of the operator "op" can be made in a node where the fragment x is stored
and fragment y is transferred, or in a node where the fragment y is stored and fragment x is
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transferred, or in a node where both fragments are stored.

(b) If x is a fragment stored in the distributed database and y is a fragment obtained from a pre-
vious evaluation of a op’ operator, then:

P(op) = P1(op) ∪ P2(op) ∪ P3(op) where:
P1(op) = {(plan (p), (result(p), op, S); dim(p) + 1)

where p ∈ P(op’), S ∈ R(X) - { result(p) }}

P2(op) = {(plan (p), (S, op, result(p)); dim(p) + 1)}

where p ∈ P(op’), S ∈ R(X) - { result(p) }}

P3(op) = {(plan(p), ( result(p), op, result(p)); dim(p))

where p ∈ P(op’), if result(p) in R(X)}

The evaluation of the operator "op’" can be made in:
- a node where the fragment x is stored by transferring the result from a node where op’ can
be evaluated
- in a node where op’ is evaluated by transferring the x fragment
- a node there op’ can be evaluated and where the fragment x is stored

(c) If x is a fragment obtained from a previous evaluation of a op’ operator and y is a fragment
stored in the distributed database, the plan is build as in b2.

(d) If x and y are the results of evaluation the operators op1 and op2 then:

P(op) = P1(op) ∪ P2(op) ∪ P3(op) where:
P1(op) = {(plan (p1), plan (p2), (result(p1), op, result(p2)); dim(p1) + dim(p2) + 1)

where p1 ∈ P(op1), p2 ∈ P(op2), result(p1) 6= result(p2)}

P2(op) = ∪ {(plan(p1), plan(p2), (result(p2), op, result(p1)); dim(p1) + dim(p2) +1)

where p1 ∈ P(op1), p2 ∈ P(op2), result(p1) 6= result(p2)}

P3(op) = ∪ {(plan(p1), plan(p2), (result(p1), op, result(p1)); dim(p1) + dim(p2))

where p1 ∈ P(op1), p2 ∈ P(op2), result(p1) = result(p2)}.

After the plans were generated in the cases a2, b2, b3, b4 there is the chance to obtain for an operator
two different plans p1 6= p2 but with the same final evaluation node f inal(p1) = f inal(p2). In this case
is chosen the plan with smaller dim. Using this transformation an operator will have maximum one plan
for a final node.

Example: Considering the following distribution of the fragments:

Node S1 S2 S3

Fragments A B A, C
Assuming the request: q = (A * σ c (B)) ∪ C.

The operator’s plans are:
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P(σ c ) = {(( S2, σ c, S2); 0 )}

P( * ) = {(( S2, σ c, S2), (S2, *, S1); 1), ((S2, σ c, ,S2), (S2, *, S3); 1),

((S2, σ c, S2), (S1, *, S3); 1), ((S2, σ c, S2), (S3, *, S2); 1)}

P( ∪) = {((S2, σ c, S2), (S2, *, S1), (S1, ∪, S3 ); 2),

(( S2, σ c, S2), ( S2, *, S3); ( S3, ∪, S3 ); 1),

........ }

In the previous example can be noticed that exists a request evaluation plan with only one transferred
fragment.

5 Conclusion

In section 3 is proposed an algorithm for redistribution of the fragments of a distributed database. The
algorithm uses the request execution plan and some information that can be obtained when evaluating
the relational determinant operators from the execution plan. This algorithm minimizes the size of the
data transferred between the nodes of the network when the requests are evaluated.

For evaluating a request several fragments are needed, the fragments are stored in the nodes of a
distributed database. An algorithm that determines an execution plan which minimizes the number of
the fragments transferred between the nodes is proposed in section s4.

The results can be extended as follows:
-In the data transfer take into consideration the cost of the transfer instead of the size of the transferred
data.
-In redistribution algorithm use a maximum size/dimension for each node instead a unique maximum
size for all nodes.
-In the algorithm that finds the transfer plan between the nodes (algorithm used to evaluate a request) use
a transfer cost instead of the number of the tranferred fragments.
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McCLS: Certificateless Signature Scheme for
Emergency Mobile Wireless Cyber-Physical Systems

Zhong Xu, Xue Liu, Guoqing Zhang, Wenbo He

Abstract: Mobile Ad Hoc Network is a self-configurable and self-organizing wire-
less network of mobile devices without fixed infrastructure support, which makes it
a good candidate as underlying communication network for the Cyber-Physical Sys-
tems in emergency conditions such as earthquake, flood, and battlefields. In these
scenarios, efficient communication schemes with security support are especially de-
sired. Two cryptography approaches, the public key cryptography and the identity-
based cryptography, face the costly and complex key management problem and the
“key escrow" problem in the real-life deployment. Recently, the certificateless public
key cryptography (CL-PKC) was introduced to address these problems in previous
approaches. However, the efficiency of the schemes based on CL-PKC is not high
and can be improved further.
In this paper, we present an improved certificateless signature scheme (McCLS)
based on bilinear pairings. First, we theoretically compare the efficiency of McCLS
with that of existing certificateless signature schemes (CLS). Second, an empirical
study is conducted to compare the traditional AODV with the McCLS scheme based
on AODV (McDV) in their efficiency and effectiveness against two most common
attacks (i.e. redirection attack and rushing attack). Results from theoretical analysis
show that the new McCLS scheme is more efficient than existing CLS solutions, and
results from empirical studies show that the McDV is able to resist the two common
attacks without causing substantial degradation of the network performance.
Keywords: Certificateless Signature, MANETs, Cyber-Physical Systems, Security;

1 Introduction

A salient feature of cyber-physical systems (CPS) is that it integrates computing, monitoring, and
communication capabilities, and constantly interacts with the physical environment. As a result, cyber-
physical system must be dependable, safe, secure and efficient [16].

Many emergency applications such as earthquake, flood and battlefields [10] proposed for CPS will
be implemented on networked environments where computing devices are connected through wireless
links. For many applications such as the military applications, fixed infrastructure may not be available
in the environment or even be destroyed [9]. It is important to solve the connectivity problems with
self-configurable and self-organizing characteristics. A possible solution for the lack of communication
means is deployment of the Mobile Ad Hoc Networks (MANETs).

While MANETs provide a great flexibility for establishing communications, they are particularly
prone to the security threats of eavesdropping, interception and routing attacks. Some of these problems
may be solved or mitigated with the use of cryptographic schemes [7]. In the recent literature many
papers make specific proposals on determining how to use Public Key Infrastructure (PKI) [27, 23, 4, 15]
and Identity-Based Public Key Cryptography (ID-PKC) [20, 13, 8, 25] cryptographic techniques to
secure MANETs.

The traditional PKI signature scheme uses a centralized certificate authority to issue a digital cer-
tificate that binds a user with the corresponding public key. The requirement of certificate authority
inevitably leads to complex certificate management problems in practice.

Copyright © 2006-2008 by CCC Publications
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The ID-PKC which was introduced by Shamir [20] is developed from traditional PKI to simplify
the certificate management process. In the ID-PKC based scheme, user’s public key is derived directly
from certain aspects of his identity such as email address which is assumed to be publicly known. A
private key is generated by a trusted third party – Private Key Generator (PKG). However, a new inherent
problem is brought by this approach, namely the “key escrow" problem since the private key of user
is known to the PKG. As a result, the PKG is able to impersonate any user of its choice, or decrypt
messages.

In order to solve the costly and complex key management problems in PKI and the “key escrow"
problem in ID-PKC respectively, Al-Riyami and Paterson [1] proposed the first Certificateless Public
key Cryptography (CL-PKC) scheme. In the certificateless signature (CLS) scheme, Key Generation
Center (KGC) only provides user with a partial private key, which is related to the user’s identity and the
master private key only known by PKC. Then the user generates the remaining part of the private key
and the corresponding public key. As a result, the KGC does not know the user’s private key because the
user’s private key is generated by user itself, thereby solving the “key escrow" problem in ID-PKC based
schemes.

However, CLS schemes are usually computationally intensive, and hence they are not readily appli-
cable in practical applications. In this paper, we present McCLS scheme, a new CLS scheme for mobile
wireless cyber-physical systems.

Compared with existing CLS schemes, McCLS scheme only requires one pairing operation in the
verification phase, and none in the signing phase. Since the pairing operation is the most time-consuming
computation in pairing-based cryptosystems, our McCLS scheme has less computation overhead and
therefore is more efficient than those schemes proposed previously in [1, 12, 14, 26]. We also pro-
vide a detailed security proof for McCLS scheme based on the Computational Diffie-Hellman Problem
(CDHP) [6]. Then an empirical study is conducted to compare the McCLS based on AODV (McDV)
with the traditional AODV in their efficiency and effectiveness against the two most common attacks,
redirection attack and rushing attack, based on QualNet simulation software [19]. Results show that our
scheme is efficient in terms of computation overhead and it can resist redirection attack [18] and rushing

attack [11].
The remainder of the paper is organized as follows. Section 2 provides a brief description on the

related work. Section 3 introduces the preliminaries and the background on the security model and the
attack model. Section 4 presents our efficient McCLS scheme. Section 5 analyzes the security of McCLS
scheme in detail. Section 6 evaluates the performance of McCLS scheme under the redirection attack
and the rushing attack. Finally, Section 7 concludes this paper with summaries and the directions of
future work.

2 Related Work

Cyber-Physical Systems (CPS) are physical and engineered systems whose operations are integrated,
monitored, and controlled by a computational core [17]. CPS integrate the communication and compu-
tation with the physical process [2]. Since cyber-physical systems constantly interact with the physical
environment, they must be dependable, safe, secure and efficient [16].

CPS is a new active research area. The position papers published in the NSF workshop on Cyber-
Physical System [16] presents a good overview of the different aspects of CPS research. Though security
is an important research issue of CPS , little work has been done [3] so far for the security of CPS.

Since many emergency applications proposed for CPS will be implemented on mobile ad hoc net-
works (MANETs), it is natural to ask the question if security schemes proposed for MANETs are prac-
tical for CPS. To overcome the security problems in MANETs due to their infrastructure-less nature,
we need some new methods to solve these problems. One of these methods is the lightweight and effi-
cient key management scheme. Recently, in order to solve the key management problem in public key
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cryptography and “key escrow" problem in identity-based cryptography schemes, Al-Riyami and Pater-
son [1] proposed the first certificateless signature (CLS) scheme but fail to provide the security proof.
Later, Huang et al. [12] found that this CLS scheme was insecure against a Type I forger attack. A
modified CLS scheme was proposed with security proved under the random oracle model [5]. However,
the scheme requires more pairing operations than the original scheme proposed in [1]. In [14], Li et al.
therefore, proposed another CLS scheme, with a formal security analysis omitted. Another shortcoming
of this scheme is that the verification algorithm requires four quite expensive pairing operations. Zhang et
al. [26] presented a CLS scheme with a formal security analysis but it still needs four pairing operations
in the verification phase. Following that, Yap et al. [22] proposed a new CLS scheme, which requires no
pairing operation in the signing phase but requires two pairing operations in the verification phase.

However, since pairing operations are costly in computation and are usually time consuming, using
more pairing operations in the scheme will make it difficult to be applied for emergency cyber-physical
systems, because CPS need constantly interact with the physical environment and with stringent timing
requirements. In this paper, we present McCLS scheme, which is more efficient and hence is a good
alternative to be used in cyber-physical systems.

A good security protocol must be resilient against security attacks. In the following, we briefly
introduce two most commonly studied attacks. Later in this paper, we prove that the proposed McCLS
scheme is resilient against these two attacks.

Redirection attack [18] is one of the many possible attacks in MANETs. In this attack, a malicious
node sends a forged Route Reply (RREP) packet to a source node by altering control message fields with
falsified values. When a source node receives multiple RREPs, by comparing the destination sequence
numbers contained in RREP packets, it regards the largest one as the most recent routing information
and selects the route through which that RREP packet has been sent. If the attacker sends the RREP with
destination sequence number higher than that of the real destination node to the source node, the data
traffic will be directed toward the attacker. It then drops all data packets it receives instead of forwarding
them to the next node on the routing path. Consequently, the source and destination nodes will lose
communication with each other.

Rushing attack [11] usually aims at a reactive routing protocol. Every node in the network only
forwards the first route discovery packet that it receives and drops the rest. Malicious nodes can “rush"
the route request packets towards the destination. As a result, the nodes that receive these “rushed"
request packets forward them and discard other route requests that arrive later. The resulted routes would
then include the malicious nodes. In this way, the attacker is placed in an advantageous position.

3 Preliminaries

In this section, we present some mathematical background which helps in realizing CLS based on
the bilinear pairing. It is commonly used in CLS schemes to realize signature and verification [1, 12, 14].

We define two cyclic groups G1,G2, where G1 is an additive group and G2 is a multiplicative group,
where both groups have a prime order p. Let e be a computable bilinear map e : G1×G1 → G2. We have
the following conditions:

1. Bilinearity: For any P,Q,R ∈ G1, we have e(P +Q,R) = e(P,R)e(Q,R). For a,b ∈ Z
∗
p and P,Q ∈

G1, we have e(aP,bQ) = e(P,Q)ab = e(P,abP) = e(abP,P).

2. Non-degeneracy: There exists P,Q ∈ G1, such that e(P,Q) 6= 1.

3. Computability: There is an efficient algorithm to compute e(P,Q) for all P,Q ∈ G1

The map e will be derived from either the Weil or Tate pairing on an elliptic curve over a finite field.
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An efficiently computable bilinear map e provides an algorithm for solving the Decision Diffie-
Hellman Problem (DDHP) [6]. That is, given (P,aP,bP,cP)∈ G1 and a,b ∈Z

∗
p, decide whether c ≡ ab ∈

Z
∗
p.
In bilinear pairing, Decision Diffie-Hellman (DDH) problem is easy and Computational Diffie-

Hellman (CDH) problem [22] is still hard. That is, for a,b ∈ Z
∗
p, given (P,aP,bP), computing abP

is infeasible.

3.1 Certificateless scheme

Usually, a certificateless signature (CLS) scheme consists of five polynomial time algorithms [1]:

• Setup. KGC runs a probabilistic algorithm to initialize the system. It receives a security parameter
k and returns a randomly chosen master key and a list of public parameters param.

• Extract Partial Private Key. KGC takes the master key and an identity ID ∈ {0,1}∗ as inputs,
and outputs a private partial key DID.

• Generate Key Pair. The user takes a list of public parameters param as inputs, outputs a private
key SID and a public key PID.

• CL-Sign. The user takes a list of public parameters param, full private keys (DID,SID), and a
message M to produce a signature σ on M.

• CL-Verify. Anyone in this algorithm may take {param, ID,PID} and a message M as inputs, and
outputs true if and only if σ is the valid signature, or a symbol ⊥ to indicate a failure.

We may note that, once the user received the public parameters, such as public key of KGC, user
chooses secret value to generate his key pair including user’s private key and user’s public key. Thus the
user’s full private key is composed of the partial private key generated by KGC and the user’s private key
generated by user himself. Neither the KGC nor the user can generate the full private keys by himself,
therefore solving the “key escrow" problem.

3.2 Adversarial Model

As defined in [1, 22], there are two types of adversaries, Type I and Type II, with different capabilities.
In CLS, Type I Adversary AI acts as a third part who tries to impersonate a user. It is not allowed to know
the KGC’s master private key. However, AI can replace the public key PID with values of its choice due to
nature of the public key generated by the user. This means the adversary is able to fool the user accepting
the signature, which is signed by the adversary’s public key. Type II adversary AII represents a malicious
KGC who knows the master private key. That is, AII can compute the partial private key by itself. But
AII does not know the user’s private key SID and it cannot replace the user’s public keys PID .

Definition 1. A CLS scheme is secure against existential forgery on adaptive chosen message and ID
attacks against adversary A, of Type I or Type II if no polynomial time algorithm has a non-negligible
advantage against a challenger C in the following game [1]:

1. The challenger C takes a security parameter k and runs the Setup algorithm. Challenger C gives A

the system parameters param. If A is of Type I, the challenge C keeps the master private key to
itself. Otherwise, C gives the master private key to A.

2. A can request C to answer the following types of queries:
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• Partial Key Extraction (For Type I adversary only). C returns to A’s partial private key DID

as the result of running Extract Partial Private Key algorithm.

• Secret Value and Public Key Extraction. C returns to A’s private key SID associated with
A’s public key PID as the result of running Extract Partial Private Key and Generate Key
Pair algorithms. In the case of Type I adversary, C returns if the user’s public key PID has
been replaced.

• Public Key Replacement (For Type I adversary only). A can replace the associated public
key PID to a new public key P′

ID which is chosen by itself.

• Sign. C returns a valid signature σ using CL-sign algorithm regardless whether the public
key PID has been replaced or not.

3. Eventually, A outputs a signature (ID∗,m∗,σ∗). A wins game if Veri f y(param,PID∗ ,m∗,σ∗) =
true and the generated output fulfills the following conditions:

• CL-Sign(ID∗,m∗) has never been queried.

• If adversary A is Type I, ID∗ has not been submitted to Partial Key Extraction.

• If adversary A is Type II, ID∗ has not been submitted to Secret Value and Public Key
Extraction.

4 McCLS Scheme

McCLS scheme is motivated by the identity-based signature from [24]. Our verification phase al-
gorithm requires one pairing operation only, hence McCLS scheme outperforms the other existing CLS
schemes in terms of efficiency. Besides, message signing in McCLS scheme is fast as it involves no
pairing computation. McCLS scheme is comprised of the following five stages.

• Setup. Given a cyclic group G1 of prime order p, with an admissible pairing e and its generator
P, KGC picks s ∈ Z

∗
p and sets Ppub = sP. Then Chooses two hash functions H1 : {0,1}∗ → G1

and H2 : {0,1}∗×G1 → Z
∗
p. The public system parameter list is (P,Ppub,H1,H2), and the master

private key is msk = s.

• Extract Partial Private Key. Given an identity ID, KGC computes QID = H1(ID) and DID =
sH1(ID) . Output DID as the partial private key corresponding to QID = H1(ID).

• Generate Key Pair. The user generates a secret value x ∈ Z
∗
p, the public key is PID = xPpub. The

user’s private key is SID = x.

• Sign. Given the user’s full private keys (DID,SID) and a message M, user picks a number r ∈ Z
∗
p

and outputs a signature σ = (V,S,R) where S = 1
SID

DID, R = (r−SID)P and V = H2(M,R,PID)rP.

• Verification. Given the signature (V,S,R) of a message M for the identity ID, anyone in this algo-
rithm can act a verifier to compute h = H2(M,R,PID). Then checks whether (Ppub,V −hR,S/h,QID)
is a valid Diffie-Hellman tuple, that is, computes whether e(Ppub,QID) = e(V − hR,S/h). If yes,
accept the signature. Otherwise, reject it.

5 Analysis of McCLS Scheme

In this section, we analyze the correctness, performance and security proof of McCLS scheme.
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5.1 Correctness

The correctness of McCLS scheme can be verified as follows:

e(V −hR,S/h)
= e(hrP−hrP+ xhP,S/h)
= e(xhP,DID/xh)
= e(Ppub,QID).

Note that e(Ppub,QID) is independent of the message, and only needs to be computed once and for
all. So McCLS scheme is more efficient than other previous schemes.

5.2 Performance

McCLS scheme only requires two scalar multiplication in signature phase and two scalar multiplica-
tion computations and one pairing operation in verification phase. The pairing operations are expensive
comparing with scalar multiplication and exponentiation.

The comparison between the exiting schemes and McCLS scheme according to efficiency of sign
and verification algorithms and the length of public keys is shown in Table 1. It shows that McCLS
scheme has the lowest pairing operations requirement and has the same length of public key as other
CLS schemes.

Table 1: Comparison of the CLS Schemes
AP [1] LCS [14] ZWXF [26] YHG [22] McCLS

Sign 1p+3s 2s 3s 2s 2s
Verify 4p+1e 4p+2s 4p 2p+3s 1p+3s
Pklen 2 points 2 points 1 points 1 point 1 point

Pklen: the public key length;
s: the scalar multiplication computation;
p: the pairing operation;
e: the exponential computation.

5.3 Security Proof

In this section we discuss the security of McCLS scheme under the security model discussed in
section 3. The main theorems concerning the security of our scheme are:

Theorem 2. Our certificateless signature scheme is existentially unforgeable against a Type I adversary

AI in the random oracle model under the assumption that the CDH problem in G1 is infeasible.

Proof. Suppose there exists an adversary AI which has an advantage in attacking McCLS scheme.
We build a challenger C that uses AI to solve the CDH problem. C receives an instance (P,aP,bP) of the
CDHP. Its goal is to compute abP. On the setup phase, C sets P as the generator of the group, and sets
Ppub = aP where a is the master key, which is unknown to AI . In order to avoid collision, C maintains
a list L = (IDi,DIDi

,sIDi
,PIDi

) throughout the game. The list is initially empty. C then starts to answer
oracle queries with the following procedures [26]:

• H1 Queries. Suppose AI makes qH1 queries to H1 oracle, where qH1 denotes the maximum number
of queries. Randomly choose j ∈ [1,qH1 ]. When an identity IDi is submitted to oracle H1 where
i ∈ [1,qH1 ], if i = j, assume that IDi = ID∗ at this point, C saves a list L1 = (IDi,Qi,yi) where
Qi = bP, yi =⊥ (indicate to failure). Otherwise,C generates a random number yi and lets Qi = yiP,
then saves L1 = (IDi,Qi,yi).
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• Partial Key Extraction (IDi) Queries. When AI makes the query on IDi, if IDi = ID∗, then C

aborts and halts the simulation. Otherwise C finds L and performs as follows:

– If the list L contains (IDi,DIDi
,sIDi

,PIDi
), C checks whether DIDi

=⊥. If DIDi
6=⊥, C returns

DIDi
to AI . If DIDi

= ⊥, and IDi 6= ID∗, C answers with DIDi
= yiPpub = yi(aP) as partial

private key. C then returns DIDi
to AI and adds it to L.

– If the list L does not contain (IDi,DIDi
,sIDi

,PIDi
), C sets (DIDi

= yiPpub = yi(aP)). Then
challenger C sets (sID, PID) = ⊥ and adds IDi,DIDi

,sIDi
,PIDi

to the list L.

• Public Key Extraction (IDi) Queries. When AI makes the query on IDi, C finds L and performs
as follows:

– If the list L contains (IDi,DIDi
,sIDi

,PIDi
), C checks whether PIDi

= ⊥. If PIDi
6= ⊥, C returns

PIDi
to AI . Otherwise, C picks a random xi ∈ Z

∗
p, and sets PIDi

= xiPpub, sIDi
= xi. C then

returns PIDi
to AI and adds (sIDi

,PIDi
) to L.

– If the list L does not contain (IDi,DIDi
,sIDi

,PIDi
), C picks a random xi ∈ Z

∗
p, and sets PIDi

=
xiPpub, sIDi

= xi. C then returns PIDi
to AI and adds (sIDi

,PIDi
) to L.

• Secret Value Extraction (IDi) Queries. When AI makes the query on IDi, if IDi = ID∗, then C

aborts and halts the simulation. Otherwise C finds L and performs as follows:

– If the list L contains (IDi,DIDi
,sIDi

,PIDi
), C checks whether DIDi

= ⊥. If DIDi
= ⊥, C ex-

ecutes Partial Key Extraction Queries to obtain DIDi
. If PIDi

= ⊥, C makes Public Key
Extraction Queries to obtain sIDi

= xi,PIDi
= xiPpub. Then C saves the value and adds full

private keys (DIDi
,sIDi

) to the list L.

– If the list L does not contain (IDi,DIDi
,sIDi

,PIDi
),C executes Partial Key Extraction Queries

to obtain DIDi
and makes Public Key Extraction Queries to obtain (sIDi

,PIDi
). Then C saves

the value and adds full private keys (DIDi
,sIDi

) to the list L.

• Public Key Replacement(IDi,P
′
ID) Queries. When AI makes the query on (IDi,P

′
IDi

), C finds L

and performs as follows:

– If the list L contains (IDi,DIDi
,sIDi

,PIDi
), C sets PIDi

= PID′
i
and sIDi

= ⊥.

– If the list L does not contain (IDi,DIDi
,sIDi

,PIDi
), C sets DIDi

= ⊥, PIDi
= PID′

i
and sIDi

= ⊥.
And then C adds to the list L.

• H2 Queries. When AI makes the query on (m,R,PIDi
), C first scans if a list L2 = (m,R,PIDi

,h j)
has been defined. If defined, return the list to AI . Otherwise, C picks a random h j ∈ Z

∗
p as the hash

value and returns h j, and adds it to L2.

• Sign Queries(IDi,M j). When AI asks for a signature by user IDi on message M j. C finds
(IDi,DIDi

,sIDi
,PIDi

). If DIDi
not found, C runs Partial Key Extraction Queries. If (PIDi

,sIDi
)

not found, C runs Public Key Extraction Queries. Note that if IDi 6= ID∗, AI is able to generate
signature on any messages using corresponding full private keys (DIDi

,sIDi
). As far as IDi = ID∗,

assume that PIDi
is current public key and corresponding private key sIDi

= x, where x ∈ Z
∗
p, ad-

ditionally submits through the AI . This is because the public key has been replaced earlier by AI ,
then C cannot know the corresponding private key and thus the signing oracle’s answer may not
be correct.

On receiving sign queries, C does the following:
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1. Choose random r j ∈ Z
∗
p and look up the list L2 for h j, if not found, C runs H2 Queries to get

h j.

2. Compute Vj = h j(x+ a
r j

)P and S j = r jQi = r jbP,R j = xP;

3. Return the signature σ = (Vj,S j,R j).

Now, σ is returned to AI , which appears to be valid signature since

e(Vj −h jR,S j/h j)
= e(h j(x+ a

r j
)P)−h jxP,r jbP/h j)

= e(h jaP/r j,r jbP/h j)
= e(aP,bP)
= e(Ppub,QID).

Finally, AI will output a valid forgery r = (ID j,M j,R j,S j,Vj). If ID j 6= ID∗, C outputs the FAIL

and aborts the simulation. Otherwise, we can compute r j through r j =
ah j

V j−h jx
[21], since (Ppub,VjP−

h jR j,S j/h j,Qi) is a valid Diffie-Hellman tuple. Apply r j to S j, we have

S j =
ah j

Vj −h jx
Qi

S j =
ah j

Vj −h jx
bP

abP = S j(Vj −h jx)/h j .

So abP = S j(Vj −h jx)/h j is the answer to our CDHP instance. If the AI can break our scheme, then
the attacker solves the CDH problem.

Theorem 3. Our certificateless signature scheme is existentially unforgeable against the AII adversary

in the random oracle model under the assumption that the CDH problem in G1 is infeasible.

Proof. Suppose there exists an adversary AII which has advantage in attacking McCLS scheme. We
build a challenger C that uses AII to solve the CDH problem. C receives an instance (P,aP,bP) of the
CDHP. Its goal is to compute abP. On the setup phase, C sets P as the generator of the group, and sets
Ppub = sP where s is the master key, which is known to AII . In order to avoid collision, C maintains a
list L = (IDi,sIDi

,PIDi
) throughout the game. The list is initially empty. C then starts to answer oracle

queries with the following procedures:

• H1 Queries. Suppose AII makes qH1 queries to H1 oracle, where qH1 denotes the maximum number
of queries. Randomly choose j ∈ [1,qH1 ]. When an identity IDi is submitted to oracle H1 where
i ∈ [1,qH1 ], if i = j, assume that IDi = ID∗ at this point, C saves a list L1 = (IDi,Qi,yi) where
Qi = aP, yi =⊥ (indicate to failure). Otherwise,C generates a random number yi and lets Qi = yiP,
and saves L1 = (IDi,Qi,yi).

• Public Key Extraction (IDi) Queries. When AII makes the query on IDi, C finds L and performs
as follows:

- If the list L contains (IDi,sIDi
,PIDi

), C checks whether PIDi
= ⊥. If PIDi

6= ⊥, C returns PIDi

to AII . Otherwise, C picks a random xi ∈ Z
∗
p, and sets PIDi

= bPpub, sIDi
= xi. C then returns

PIDi
to AII and adds (sIDi

,PIDi
) to L.

- If the list L does not contain (IDi,sIDi
,PIDi

), C picks a random xi ∈ Z
∗
p, and sets PIDi

= bPpub,
sIDi

= xi. C then returns PIDi
to AII and adds (sIDi

,PIDi
) to L.
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• Secret Value Extraction (IDi) Queries. When AII makes the query on IDi, if IDi = ID∗, then C

aborts and halts the simulation. Otherwise C finds L and performs as follows:

- If the list L contains (IDi,sIDi
,PIDi

),C checks whether PIDi
=⊥. If PIDi

=⊥,C makes Public
Key Extraction Queries to obtain (sIDi

= xi,PIDi
= xiPpub). ThenC saves the value and adds

user’s private keys sIDi
to the list L.

- If the list L does not contain (IDi,sIDi
,PIDi

), C executes Public Key Extraction Queries to
obtain (sIDi

,PIDi
). Then C saves the value and adds user’s private keys sIDi

to the list L.

• H2 Queries. When AII makes the query on (m,R,PIDi
),C first scans whether a list L2 =(m,R,PIDi

,h j)
has been defined. If defined, return the list to AII . otherwise, C picks a random h j ∈ Z

∗
p as the hash

value of Hand returns h j, and adds it to L2.

• Sign Queries(IDi,M j). When AII asks for a signature by user IDi on message M j. C finds
(IDi,sIDi

,PIDi
). If (PIDi

,sIDi
) not found, C runs Public Key Extraction Queries.

On receiving sign queries, C does the following:

1. Choose random r j ∈ Z
∗
p and look up the list L2 for h j, if not found, C runs H2 Queries to get

h j.

2. Compute Vj = (
sh j+bh j

r jxi
)P and S j = r jxiQi = r jxiaP,R j = bP

r jxi
;

3. Return the signature σ = (Vj,S j,R j).

Now, σ is returned to AII , which appears to be valid signature since

e(Vj −h jR,S j/h j)

= e((
sh j+bh j

r jxi
P)−h j

bP
r jxi

,r jxiaP/h j)

= e(
sPh j

r jxi
,r jxiaP/h j)

= e(sP,aP)
= e(Ppub,QID).

Finally, AII will output a valid forgery r = (ID j,M j,R j,S j,Vj). If ID j 6= ID∗, C outputs the FAIL and

aborts the simulation. Otherwise, we can compute r through r j =
sh j+bh j

xVj
, since (Ppub,VjP−h jR j,S j/h j,Qi)

is a valid Diffie-Hellman tuple. Apply r j to S j, we have

S j =
sh j +bh j

xiVj

xiQi

S j =
Qish j +bh jaP

V

abP =
Vjr j −QiS jh j

h j

.

So abP =
V jr j−QiS jh j

h j
is the answer to our CDHP instance. If the AII can break our scheme, then the

attacker solves the CDH problem.
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Table 2: General parameters
Parameter Value
Transmitter 250m
Bandwidth 2Mb/s

Simulation time 600s
Environment 900m×900m
Traffic type CBR (Constant Bit Rate)
Packet rate 4 packets/s
Packet size 512 bytes

Node maximum speed 0, 5,10,15,20 m/s
Pause time 0s

Attack nodes 1,2 and 4 Redirection, 1,2 and 4 Rushing
Queuing policy at routers First-in-first-out

6 Evaluation and Analysis

In this section, an efficient McCLS scheme named McDV based on the Ad hoc On-Demand Distance
Vector Routing (AODV) is proposed. We start the simulations using QualNet [19] in order to compare
the original AODV protocol without any security requirements with McDV based on the CLS with rout-
ing authentication extension. We also evaluate the performance of two schemes under 1, 2 and 4 nodes
redirection attacks and 1, 2 and 4 nodes rushing attacks, as this is more realistic in the real emergency
applications. Our implementation retains most of the AODV mechanisms, such as route discovery, re-
verse path setup, forwarding path setup, route maintenance, and so on. In our experiments, 20 nodes
move around in a rectangular area of 900×900m according to a mobility model, i.e., the random way-
point model. The nodes spread randomly over the network. Each node starts its journey from a random
location to a random destination. We vary the nodes speed from 0m/s to 20m/s, and set the nodes pause
time as 0s. Table 2 lists the values of the common parameters used in all experiment. Other parameters
will be given in the description of each specific experiment.

The performance of McDV is compared using the following performance metrics.

• Packet Delivery Ratio: Ratio of the number of packets received by the destination over the number
of packets sent by the source.

• RREQ Ratio: Ratio of sum number of RREQ initiated, forwarded and retried over the sum of
number of data packets sent as source and data packets forwarded. Present the number of RREQ
packets transmitted through the network.

• End-to-End Delay: The average time experienced by each packet when traveling from the source
to the destination.

• Throughput: Ratio of the total bytes sent by all sources nodes over the total time.

• Packet Drop Ratio: Ratio of the number of packets discarded by attacking nodes over the total
number of packets sent by all sources.

Effects of various metrics on different protocols: Experiments in this section are used to study the
performance between McDV and AODV. The results are shown in Fig. 1.

The packet delivery ratio and the RREQ ratio are shown in Fig. 1(a) and Fig. 1(b), respectively. We
can see that McDV could work well in the experiment because the packet delivery ratio and RREQ ratio
in AODV are very similar to that of McDV, without causing any substantial degradation of the network
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(d) Comparison with AODV and McDV, Throughput(bit/s)

Figure 1: Effects of various metrics on different protocols

performance. As nodes speed increases, the number of data packets reaching the destination decreases
and the number of RREQ packets transmitting through the networks increases.

End-to-end delay of McDV scheme is shown in Fig. 1(c). Our scheme has a little bit higher delay
than that of AODV due to the exchange of packets during authentication phase of the security process.
Result shows that McDV has a similar end-to-end delay with AODV at a relatively low speed, however,
when the maximum speed of nodes is higher than 15m/s, AODV outperforms McDV scheme. More
specifically, our scheme needs authentication operation, and those additional operations are computed
in our scheme but not in AODV. We only measure delays for data packets that survived to reach their
destination.

Throughput of McDV works well as result shown in Fig. 1(d) because the effect of throughput of the
network is very small (around 0.16%). However, if this scheme in other real scenarios such as disaster

scenarios, battlefield scenarios, or even very high-speed scenarios, the effect of throughput of the network

may reduce more than this.

Effects of multiple attackers with redirection attacks: We simulated AODV and McDV under

redirection attacks by varying the nodes speed from 0m/s to 20m/s while setting the number of attack

nodes to 1, 2 and 4 nodes, respectively. We first study the packet delivery ratio and packet dropped

ratio. From the results of Fig. 2(a), we can see that packet delivery ratio drops as the speed increases

when we use AODV routing protocol under redirection attacks. Meanwhile, we observe that given the

same speed of nodes, the higher the number of attackers, the lower the packet delivery ratio in AODV.

The packet delivery ratio in the case of 4 attackers declines dramatically to 43% as the speed of nodes
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(c) End-to-End Delay under multiple redirection attacks (d) Throughput under multiple redirection attacks

Figure 2: Effects of multiple attackers with redirection attacks

increases to 15m/s. In contrast, the packet delivery ratio of McDV maintains from 94% to 98% even the

number of attackers increases to 4 which is slightly lower than normally packet delivery ratio as we can

see in Fig. 1(a). All of these are brought by the fact that our routing scheme retains most of the AODV’s

mechanisms and the extra operations of sign phase and verification phase are very low.

As we would expect from Fig. 2(b), McDV is able to detect all redirection attacks and the packet

dropped ratio is zero. On the contrary, as the attack nodes increase, the packet dropped ratio also rises

at the same speed when using AODV. Especially, the highest packet dropped ratio of AODV is almost

25% at speed of 15m/s. McDV can detect all the attacks because the node will verify the signature when

it receives the packet. Only if this packet passes the verification, the receiving node updates its routing

table entry according to the information carried in the packet. Otherwise, the node will drop this packet.

Readers may note that in Fig. 2(c), given the same speed of nodes, the end-to-end Delay in the McDV

under redirection attacks are slightly higher than the end-to-end delay in the AODV under redirection

attacks. This is simply due to our definition of the end-to-end delay, which is defined as the time a packet

takes to travel from the source to the destination. Given the same network size, the same number of

senders and the same number of receivers, as attacker or more attackers are added to the network, the

number of available nodes forwarding packet decreases, making the average end-to-end delay decrease.

The result in Fig. 2(d) shows the throughput in the network. We can see that the higher the attackers,

the lower the throughput at the same speed in AODV. As the speed goes up in AODV, the throughput of

network decreases. When the speed is 15m/s, the throughput of AODV drops to 76% comparing with

that of original protocol. In contrast, our scheme has the similar trend as the original AODV protocol.

As the speed is 15m/s and the network is under 4 redirection attackers, the most effect of throughput is
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Figure 3: Effects of multiple attackers with rushing attacks

around 0.9%.

Effects of multiple attackers with rushing attacks: In this section, we compare the varying metrics

of AODV and that of McDV under 1, 2 and 4 rushing attacks, respectively. The graph in Fig. 3(a) shows

that, the higher the nodes speed, the lower the packet delivery ratio is when using AODV. However, the

packer delivery ratio declines dramatically to 24% as the number of attackers increases to 4 nodes and

at the speed of 20m/s. On the other hand, the lowest packet delivery ratio in McDV still maintains 95%

when the nodes are at the speed of 15m/s. The Fig. 3(b) shows that, given the same speed, the higher the

attacker node(s), the higher the packet dropped ratio is under AODV. In contrast, McDV can detect all

the rushing attacks, thus the packet dropped ratio is zero.

These results indicate that the AODV protocol performs worse under the rushing attacks than under

the redirection attacks. This is because we set the transmit distance as 740m to simulate the rushing

attacks. In this situation, the malicious nodes may readily access to the forwarding group and discard all

data packets. With the number of attackers increasing, the packet delivery ratio decreases and the packet

dropped ratio rises. In contrast, McDV maintains high packet delivery ratio and the packet dropped

ratio is zero. This is due to its less computation overhead and efficient implementation of signature and

verification.

The Fig. 3(c) shows that the end-to-end delay in rushing attacks. McDV end-to-end delay is slightly

higher than AODV end-to-end delay. The explanation for this is similar to the situation discussed in the

case of redirection attacks. The difference is that when a node is converted to attacker, the probability

of this attacker being selected into the forwarding group increases, and the average end-to-end delay

decreases.
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Fig. 3(d) shows the throughput of two protocols under rushing attacks. Although mechanisms of

redirection attacks and rushing attacks are different, they have a similar way to affect the throughput.

The throughput drops more severely under rushing attacks than under redirection attacks. In particular,

the lowest throughput almost drops to 63% under 4 rushing attacks when nodes at the speed of 20m/s.

In contrast to the AODV protocol under rushing attacks, our scheme has very similar throughput to the

original protocol.

7 Conclusion

An efficient certificateless signature scheme named McCLS is proposed in this paper. This scheme

is based on the bilinear Diffie-Hellman assumption in the random oracle model for emergency mobile

wireless cyber-physical systems. Since McCLS only requires one pairing operation in the verification

phase, and none in the signing phase, theoretically it is more efficient than existing certificateless sig-

nature schemes. We also present simulation of McDV which is based on McCLS scheme and compare

its performance under two most common attacks (i.e. redirection attack and rushing attack) with typical

protocol-AODV providing no protection mechanism. These results show that McDV can completely

resist the two kinds of attacks without causing substantial degradation of network performance. In the

future, we will further investigate security schemes in the wide physical environment. Thereby we can

find schemes which either prevent more comprehensive external attacks or resist internal attacks from

the compromised nodes.

8 Acknowledgment

This work was supported in part by an NSERC discovery grant 341823-07 and a National Study-

Abroad Scholarship of P.R.China under Grant No. [2007] 3020. Part of this work has been published in

preliminary form in the proceedings of The First International Workshop on Cyber-Physical Systems, in

conjunction with ICDCS 2008, Beijing, China.

Bibliography

[1] S. S. Al-Riyami and K. G.Paterson. Certificateless Public Key Cryptography. In ASIACRYPT:

Advances in Cryptology – ASIACRYPT: International Conference on the Theory and Application of

Cryptology. LNCS, Springer-Verlag, 2003.

[2] E. A.Lee. Cyber-Physical Systems - Are Computing Foundations Adequate. Technical report, UC

Berkeley, 2006.

[3] M. Anand, E. Cronin, and M. Sherr. Security Challenges in Next Genera-

tion Cyber Physical Systems. Technical report, University of Pennsylvania, 2007.

http://www.truststc.org/scada/papers/paper33.pdf.

[4] M. Bechler, H.-J. Hof, D. Kraft, F. Pahlke, and L.Wolf. A Cluster-based Security Architecture for

Ad Hoc Networks. In INFOCOM 2004. Twenty-third AnnualJoint Conference of the IEEE Computer

and Communications Societies, volume 4, pages 2393–2403 vol.4, 7-11 March 2004.

[5] M. Bellare and P. Rogaway. Random Oracles are Practical: A Paradigm for Designing Efficient

Protocols. In 1st ACM Conference on Computer and Communications Security, pages 62–73, 1993.



McCLS: Certificateless Signature Scheme for

Emergency Mobile Wireless Cyber-Physical Systems 409

[6] D. Boneh and M. Franklin. Identity-Based Encryption from the Weil Pairing. In Advances in Cryp-

tology - CRYPTO 2001: 21st Annual International Cryptology Conference, volume 2139, pages

213–229. LNCS, 2001.

[7] V. Daza, J. Herranz, P. Morillo, and Carla. Cryptographic techniques for mobile ad-hoc networks.

Comput. Networks, 51(18):4938–4950, 2007.

[8] H. Deng, A. Mukherjee, and D. P. Agrawal. Threshold and Identity-Based Key Management and

Authentication for Wireless Ad Hoc Networks. In International Conference on Information Tech-

nology: Coding and Computing, 2004. Proceedings. ITCC 2004, pages 107– 111, April 2004.

[9] B. D.Noble and J. Flinm. Wireless,Self-organizing Cyber-physical systems. Technical report, Uni-

versity of Michigan, 2006. http://varma.ece.cmu.edu/cps/Position-Papers/Noble-Flinn.pdf.

[10] W. He, Y. Huang, K. Nahrstedt, and W. C. Lee. Smock: A self-contained public key manage-

ment scheme for mission-critical wireless ad hoc networks. In PERCOM ’07: Proceedings of the

Fifth IEEE International Conference on Pervasive Computing and Communications, pages 201–210,

Washington, DC, USA, 2007. IEEE Computer Society.

[11] Y.-C. Hu, A. Perrig, and D. B. Johnson. Rushing Attacks and Defense in Wireless Ad Hoc Network

Routing Protocols. In Proc of the ACM Workshop on Wireless Security (WiSe 2003), pages 30–40,

2003.

[12] X. Huang, W. Susilo, Y. Mu, and F. Zhang. On the Security of Certificateless Signature Schemes

from Asiacrypt 2003. In International Conference on Cryptology and Network Security (CANS),

LNCS, volume 4, 2005.

[13] A. Khalili, J. Katz, and W. Arbaugh. Toward Secure Key Distribution in Truly Ad Hoc Networks.

In Proc. IEEE Workshop Security and Assurance in Ad Hoc Networks, pages 342– 346, Jan 2003.

[14] X. Li, K. Chen, and L. Sun. Certificateless Signature and Proxy Signature Schemes from Bilinear

Pairings. Lithuanian Mathematical Journal, 45(1), 2005.

[15] H. Luo, J. Kong, P. Zerfos, S. Lu, and L. Zhang. URSA: Ubiquitous and Robust Access Control

for Mobile Ad Hoc Networks. IEEE/ACM Transactions on Networking, 12(6):1049–1063, 2004.

[16] National Science Foundation. Cyber-physical systems. Technical report, NSFWorkshop on Cyber-

Physical Systems, 2006. http://varma.ece.cmu.edu/cps/.

[17] National Science Foundation. Computer systems research. Technical report, NSF, 2007.

http://www.nsf.gov/pubs/2007/nsf07504/nsf07504.htm.

[18] K. Sanzgiri, B. Dahill, B. Levine, C. Shields, and E. Belding-Royer. A secure routing protocol for

ad hoc networks. Network Protocols, 2002. Proceedings. 10th IEEE International Conference on,

pages 78–87, 12-15 Nov. 2002.

[19] Scalable Network Technologies. QualNet Simulator. http://www.scalable-networks.com/.

[20] A. Shamir. Identity-Based Cryptosystems and Signature Schemes. In CRYPTO: Proceedings of

Crypto, 1984.

[21] S. Xu, Y. Mu, and W. Susilo. Online/Offline Signatures and Multisignatures for AODV and DSR

Routing Security. In 11th Australasian Conference on Information Security and Privacy,ACISP

2006. LNCS, 2006.



410 Zhong Xu, Xue Liu, Guoqing Zhang, Wenbo He

[22] W.-S. Yap, S.-H. Heng, and B.-M. Goi. An efficient certificateless signature scheme. In EUC

Workshops, volume 4097 of Lecture Notes in Computer Science, pages 322–331, 2006.

[23] S. Yi and R. Kravets. Moca: Mobile Certificate Authority for Wireless Ad Hoc Networks. In Proc.

Second Ann. PKI Research Workshop (PKI ’03), Apr 2003.

[24] H. Yoon, J. H. Cheon, and Y. Kim. Batch Verifications with ID-Based Signatures. In ICISC:

International Conference on Information Security and Cryptology. LNCS, 2004.

[25] Y. Zhang, W. Liu, W. Lou, Y. Fang, and Y. Kwon. AC-PKI: Anonymous and Certificateless Public-

key Infrastructure for Mobile Ad Hoc Networks. In 2005 IEEE International Conference on Com-

munications, 2005. ICC 2005, pages 3515–3519, May 2005.

[26] Z. Zhang, D. S. Wong, J. Xu, and D. Feng. Certificateless Public-Key Signature: Security Model

and Efficient Construction. In Applied Cryptography and Network Security, 4th International Con-

ference, ACNS 2006, Singapore, June 6-9, 2006, Proceedings, volume 3989 of Lecture Notes in

Computer Science, pages 293–308, 2006.

[27] L. Zhou and Z. Haas. Securing Ad Hoc Networks. Network, IEEE, 13(6):24–30, Nov/Dec 1999.

Zhong Xu1,2, Xue Liu
1McGill University

School of Computer Science

3480 University Street, Montreal, Quebec, Canada, H3A 2A7

E-mail: {zhongxu,xueliu}@cs.mcgill.ca

Guoqing Zhang
2Northwestern Polytechnical University

College of Automation

Xi’an, Shaanxi, China

E-mail: gqzhang@cs.mcgill.ca

Wenbo He

University of Illinois at Urbana-Champaign

Dept. of Computer Science

Urbana, IL, USA.

E-mail: wenbohe@uiuc.edu

Zhong Xu received the B.E Degree in Automation from Xi’an

Technological University in 2001 and the M.E Degree in Com-

puter Science from XiDian University in 2005. Currently, Zhong

is a joint Ph.D student in McGill University, Montreal, Canada

and Northwestern Polytechnical University, Xi’an, China. From

August 2001 to August 2002, he was an assistant lecturer in Xi’an

Technological University, China. His research interests include

Security of Ad Hoc Networks, Information Security, Embedded

Systems and Cyber-Physical Systems.



McCLS: Certificateless Signature Scheme for

Emergency Mobile Wireless Cyber-Physical Systems 411

Dr. Xue (Steve) Liu is an Assistant Professor in the School

of Computer Science at McGill University. He is also affili-

ated to the Centre for Intelligent Machines (CIM). Xue obtained

his Ph.D. in Computer Science from the University of Illinois

at Urbana-Champaign in 2006. He obtained his B.S. degree in

Mathematics and M.S. degree in Automatic Control both from

Tsinghua University, China. He worked briefly in the Hewlett-

Packard LabsIBM T. J. Watson Research Center. He received the

Ray Ozzie Fellowship, the Saburo Muroga Fellowship, the Mavis

Memorial Fund Award, and the C. W. Gear Outstanding Gradu-

ate Award, from the University of Illinois at Urbana-Champaign.

He has filed 5 patents, and published more than 50 research pa-

pers in international journals and major peer-reviewed conference

proceedings.

Guoqing Zhang received the B.E Degree and M.E. degree in Au-

tomation both from Northwestern Polytechnical University. Cur-

rently, he is a Ph.D student in Northwestern Polytechnical Uni-

versity, Xi’an, China. His research interests include Vehicular

Ad-hoc Networks, Information Security and Embedded Systems.

Wenbo He is currently a Ph.D student at Department of Com-

puter Science, in University of Illinois at Urbana-Champaign,

where she is advised by Professor Klara Nahrstedt. She received

the Mavis Memorial Fund Scholarship Award from College of

Engineering of UIUC in 2006, and C. W. Gear Outstanding Grad-

uate Award from Department of Computer Science in 2007. She

is also a recipient of Vodafone Fellowship in 2005-2008. Wenbo

received the M.S. degree in electrical and computer engineering

from the University of Illinois at Urbana-Champaign in 2000. She

received the M.Eng. degree in automatic control theory from Ts-

inghua University, Beijing, China, in 1998, and the B.E. degree in

automatic control from the Harbin Engineering University, Hei-

longjiang, China, in 1995. From August 2001 to January 2005,

she was a Software Engineer with Cisco Systems Inc., Cham-

paign, IL. Her research interests include pervasive and mobile

computing, and network security and privacy.



Author index

Chetto M., 353

Ebrahimi Atani R., 324

Ebrahimi Atani S., 324

Georgescu I., 336

He W., 395

Horvat-Petrescu M., 384

Ji Y., 343

Kifor C.V., 366

Liu X., 395

Ma H., 343

Marchand A., 353

Meier W., 324

Mirzakuchaki S., 324

Negulescu S.C., 366

Oprean C., 366

Stanojević B., 374
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