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Solving Continuous Trajectory and Forward Kinematics
Simultaneously Based on ANN

C.K. Ang, S.H. Tang, S. Mashohor, M.K.A.M. Arrifin
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Abstract: Robot movement can be predicted by incorporating Forward Kinematics
(FK) and trajectory planning techniques. However, the calculations will become
complicated and hard to be solved if the number of specific via points is increased.
Thus, back-propagation artificial neural network is proposed in this paper to overcome
this drawback due to its ability in learning pattern solutions. A virtual 4-degree
of freedom manipulator is exploited as an example and the theoretical results are
compared with the proposed method.
Keywords: Artificial Neural Network (ANN), back propagation neural network,
forward kinematics, continuous trajectory.

1 Introduction

Trajectory planning can be considered as an important issue in robot industry. Without
an appropriate trajectory planning, a robot’s motion will become unpredictable and it may
collide with obstacles or go through undesirable points. Thus, an appropriate trajectory planning
enables us to determine the required workspace and provides us an opportunity to avoid obstacles.

Basically, there are two types of trajectory planning, point to point and continuous trajectory
(with via points). However, continuous trajectory planning will be more practical compare to
point to point trajectory because it allows robot to pass through various specific points and it is
useful for real time robot.

Conventionally, there are a few methods that can be used for continuous trajectory planning
such as Bezier function, Linear Segments with Parabolic Blends (LSPB), and high order polyno-
mials. Unfortunately, those methods require extensive calculations when the number of specific
points is increased and thus leading to the emergence of a large number of formulas ( [1]- [5]).
Hence, it is advisable to develop a method which is able to overcome this drawback.

2 Preliminaries

Forward kinematics (FK) can be used to determined the position and orientation of a robot’s
hand if all the configurations are known and the equations can be derived by using Denavit-
Hartenberg (DH) method because it is the standard way of modelling the robot motion due to
its simplicity of modelling robot links and joints that is applicable for any robot configuration
s regardless of its complexity. The total transformation for a robot manipulator from base to
hand will be

Copyright © 2006-2014 by CCC Publications
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RTH = RT 1
1 T2

2T3...
n−1Tn = A1A2A3...An =


nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

 (1)

and the end effector can be defined as:

re(t) = fe(θ(t)) (2)

where re ∈ Rm in Cartesian space is related to the joint space vector, m is dimensional position
vector of end effector.

In fact, what we are actually interested in is the inverse kinematics (IK) because it allows
us to determine the value of each joint in order to place the arm at a desired position and
orientation. The inverse kinematic problem is to find the joint variable θ for any givenre(t).
Unfortunately, it is impossible to find an analytic solution due to the nonlinearity off(θ(t))in
reality. The inverse kinematics problem of manipulators is thus usually solved at the velocity
level. Differentiating re(t) = fe(θ(t)) with respect to time yields a linear relation between the
Cartesian velocity ṙeand the joint velocityθ̇:

Je(θ)θ̇ = ṙe (3)

where Je(θ) ∈ Rm×n is the end effector Jacobian matrix which is defined as Je(θ) = ∂f(θ)
∂θ [6-

13]. However, the derived IK equations are not necessarily available when the degeneracy and
singularity problems ( [6], [9], [12]- [14])] occurred and thus we need to use some new methods to
solve it such as artificial neural network, genetic algorithm, neural fuzzy and etceteras ( [7]- [15]).

Generally, high order polynomial is used to plan a trajectory with the intention to let the
robot’s hand to pass through all the specific points. However, solving the high order polynomial
equations requires extensive calculations. Instead, it is advisable to use combinations of lower
order polynomials for different segments of the trajectory and blend them together to satisfy all
required boundary conditions ( [1]- [5]).

θ (t) = c0 + c1t+ c2t
2 + .......+ cn−1t

n−1 + cnt
n (4)

For an example, for a 4-3-4 trajectory, a fourth order polynomial is used to plan a trajectory
between the initial point and the first via point, followed by a third order polynomial to plan
a trajectory between two via points, lastly another fourth order polynomial is implemented to
plan the trajectory between the last via point and final angle.

θ (t)1 = a0 + a1t+ a2t
2 + a3t

3 + a4t
4

θ (t)2 = b0 + b1t+ b2t
2 + b3t

3

θ (t)3 = c0 + c1t+ c2t
2 + c3t

3 + c4t
4

In short, IK allows us to allocate the robot’s hand at desired location and the motion of robot’s
hand can be determined by incorporating the FK and trajectory techniques. Sadly, the calcula-
tions will become tedious and hard to be solved when the number of specific points is increased.
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3 Theoretical and Simulation Results

Experiments were performed on a simulated 4-degree of freedom (DOF) robot manipulator
which shown in Figue 1, IK was used to determine the starting and ending configurations for
the robot’s hand while the high order polynomials and FK were used to track the motion of the
robot’s hand from beginning to the end in Cartesian space. It was specified that the robot need
to pass through two specific points. At the same time, velocities and accelerations constraints
need to be taken into consideration.

Figure 1: Simulated 4 DOF manipulator

Assuming that a manipulator needs to spend tf to complete the moving path and a manip-
ulator joint needs to reach θaat interval time ta then θbat interval time tb where ta < tband
ta, tb ∈ [0, tf ]. One may need to match the position, velocity, and accelerations of the two seg-
ments at each point to plan a continuous trajectory. Hence, higher order polynomials in the
form of θ (t) = C0 +C1t+C2t

2 + ...+Cn−1t
n−1 +Cnt

n are required. However, it is an extensive
calculation process to solve high order polynomial and it is advisable to use the combinations of
lower order polynomials for different segment of the trajectory such as 4-3-4 trajectory or 3-5-3
trajectory.

The velocity and acceleration for initial and final point are zero. In order to fulfill the entire
initial, final, and via points requirement, a matrix form can be generated where
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tab = tb − taand tc = tf − ta − tb.

θ1

θ̇1

θ̈1

θ2

θ2

0

0

θ3

θ3

0

0

θ4

θ̇4

θ̈4



=



1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 2 0 0 0 0 0 0 0 0 0 0 0

1 ta t2a t3a t4a 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 1 2ta 3t2a 4t3a 0 −1 0 0 0 0 0 0 0

0 0 2 6ta 12t2a 0 0 −2 0 0 0 0 0 0

0 0 0 0 0 1 tab t2ab t3ab 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 2tab 3t2ab 0 −1 0 0 0

0 0 0 0 0 0 0 2 6tab 0 0 −2 0 0

0 0 0 0 0 0 0 0 0 1 tc t2c t3c t4c

0 0 0 0 0 0 0 0 0 0 1 2tc 3t2c 4t3c

0 0 0 0 0 0 0 0 0 0 0 2 6tc 12t2c



×



a0

a1

a2

a3

a4

b0

b1

b2

b3

c0

c1

c2

c3

c4


Or

[θ] = [M ] [C] (5)

By solving those constant values in matrix[C], the joint turning angle at any interval time can
be obtained where

θ (t) = a0 + a1t+ a2t
2 + a3t

3 + a4t
4 0 < t ≤ ta

θ (t) = b0 + b1t+ b2t
2 + b3t

3 t ∈ [ta, tb] , t = t− ta

θ (t) = c0 + c1t+ c2t
2 + c3t

3 + c4t
4 t ∈ [tb, tf ] , t = t− ta − tb

The equation which is used to represent the robot’s hand at any interval time can be denoted
as:

rE (ti) =


cos (θ1 (ti))

[
l1 × cos (θ2 (ti)) + l2 × cos

(
3∑

k=2

θk (ti)

)
+ l3 × cos

(
4∑

k=2

θk (ti)

)]
sin (θ1 (ti))

[
l1 × cos (θ2 (ti)) + l2 × cos

(
3∑

k=2

θk (ti)

)
+ l3 × cos

(
4∑

k=2

θk (ti)

)]
l1 × sin (θ2 (ti)) + l2 × sin

(
3∑

k=2

θk (ti)

)
+ l3 × sin

(
4∑

k=2

θk (ti)

)


(6)

In fact, all these calculations can be solved simultaneously by back-propagation artificial neu-
ral network. The back-propagation neural network can be activated by presented a training
set data with inputs x1(p), x2(p)...xn(p)and desired outputsyd,1(p), yd,2(p), ..., yd,n(p). Assume
that the back-propagation network consists of three layers which are input layer, hidden layer,
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and output layer. The actual outputs of the neurons in the hidden layer will be yj(p) =

sigmoid

[
n∑
i=i

xi(p)× wij(p)− θj

]
where n is the number of inputs for neuron j in the hidden layer,

and sigmoid is the sigmoid activation functionY sigmoid = 1/(1+e−X). For the output layers, the

actual outputs of the neurons will be yk(p) = sigmoid

[
m∑
j=1

xjk(p)× wjk(p)− θk

]
where m is the

number of inputs for neuron k in the output layer. An error signal ek(p) = yd,k(p)− yk(p)will be
generated from neuron kat output layer and propagated backward for updating the weights.

For updating the weights at the output neurons with learning rate, α:

Error gradient,δk(p) = yk(p)× [1− yk(p)]× ek(p)

ek(p) = yd,k(p)− yk(p)

Weight correction, ∆wjk(p) = α× yj(p)× δk(p)

Update weight, wjk(p+ 1) = wjk(p) + ∆wjk(p)

Similar to output layer, for updating the weights at the hidden neurons with learning rate,
α:

Error gradient,δj(p) = yj(p)× [1− yj(p)]×
1∑

k=1

δk(p)× wjk(p)

Weight correction, ∆wij(p) = α× xi(p)× δj(p)

Update weight,wij(p+ 1) = wij(p) + ∆wij(p)

The same procedures can be repeated by increasing the iteration puntil the output error
criterion is satisfied.

A training data set which consists of inputs and outputs is presented to the networks for
learning purpose. Inputs consists of the final angle of each joint θf,n and interval time variable ti
where ti ∈ [0, tf ] and tf is the time for the manipulator to complete the moving path. The outputs
will be the coordinates of robot’s hand at any interval time with respect to ti,rE(ti) = [px py pz]

T .
There are two set of results in table 1. The theoretical results which obtained by using

conventional FK and high order polynomial trajectory were compared to the artificial neural
network (ANN) results. The robot started moving from its initial position (θ1=θ2=θ3=θ4=0)
and passed through two via points before it reached its destinations. It shows that the robot still
able to pass through those specific points even though the destination point was changed and the
moving path could be tracked by using ANN. The theoretical and ANN results were almost the
same and the errors were less than ±0.3unit (less than 1%). This can be used as an evidence to
proof that artificial neural network is able to solve FK and continuous trajectory simultaneously
due to its adaptive learning ability.

Since back-propagation neural network is able to track the motion of end effector, it can be
used to track the position of each joint in Cartesian space as well. Referring to Figure 1, Joint 1
and joint 2 are located at the origin of reference frame, (0,0,0). For tracking the position of joint 3,
the training data set inputs and outputs will be [ti θ1(ti) θ2(ti)]

T and rE,3(ti). Correspondingly,
for joint 4, the training data set inputs and outputs will be [ti θ1(ti) θ2(ti) θ3(ti)]

T and rE,4(ti).
Once the joins location of all joints are computed, the manipulator link equations can be derived
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by using parametric equations.
Assuming that the location and vector for joint m and joint n at any interval time ti:

rE,n(ti) = [px,n py,n pz,n]
T ,

−−→
OPn = [an bn cn]

T and rE,m(ti) = [px,m py,m pz,m]T ,
−−−→
OPm = [am bm cm]T .

The link equation that connecting joint n and m will be
x−px,n
an−am

=
y−py,n
bn−bm

=
z−pz,n
cn−cm

= ζ

or

[x y z]T = [px,n py,n pz,n]
T + [an − am bn − bm cn − cm]T ζ

For the robot manipulator which is mentioned in this paper, the robot link equations can be
denoted as:

Link 1: x−px,3
a3−a2

=
y−py,3
b3−b2

=
z−pz,3
c3−c2

= ζ2 0 ≤ z ≤ pz,3

Link 2:x−px,4
a4−a3

=
y−py,4
b4−b3

=
z−pz,4
c4−c3

= ζ3 pz,3 ≤ z ≤ pz,4

Link 3: x−px,5
a5−a4

=
y−py,5
b5−b4

=
z−pz,5
c5−c4

= ζ4 pz,4 ≤ z ≤ pz,5

Conclusively, the link equation can be derived as long as the coordinates of two successive
joints are provided by using back-propagation neural network and the links parametric equations
can be derived based on the vector of the two successive joints. Once the equation of each
manipulator link is known, a person is able to predict or compute the entire motion of a robot
manipulator.

Besides, obstacle collision can be detected if the link equations are known. Assuming that
there is a rigid body obstacle enclosed in a sphere which possesses a r radius and center locates
at (xo, yo, zo), the sphere equation will be

(x− xo)
2 + (y − yo)

2 + (z − zo)
2 = r2

The intersection points between the link and obstacle can be obtained by solving the link and
sphere surface equation. For an example, a line that pass through the point (e, f, g)possessing a
same direction as vector[a b c]T , the equation for the link will be:

x−e
a = y−f

b = z−g
c = ζor

 x

y

z

=

 e

f

g

+

 a

b

c

 ζ

Substituting the link equation into sphere surface equation yields,

(aζ + e− xo)
2 + (bζ + f − yo)

2 + (cζ + g − zo)
2 = r2

simplified and yields,
Aζ2 + 2Bζ + C = 0

where,
A = a2 + b2 + c2

B = a(e− xo) + b(f − yo) + c(g − zo)

C = (e− xo)
2 + (f − yo)

2 + (g − zo)
2 − r2
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By examining the discrimination roots, the intersection points between link and sphere surface
exists when∆ ≥ 0,

[a(e− xo) + b(f − yo) + c(g − zo)]
2 ≥ 4

[
a2 + b2 + c2

] [
(e− xo)

2 + (f − yo)
2 + (g − zo)

2 − r2
]

The intersection point between the manipulator links and obstacle can be determined by solving
the constant ζ.

Table 1: Comparison of Conventional and ANN Techniques in Tracking Robot End Effector
Moving Path

4 Conclusions

This paper shows that back-propagation neural network is able to solve trajectory and kine-
matic problems simultaneously. The moving path of the robot end effector still able to be tracked
even though the ending point is changed. Besides, this method can be used to track the position
of robot joints which can be used to derive the robot link equations. In comparison to conven-
tional continuous trajectory planning methods, ANN is much easier to be applied and provide
high accuracy results.
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Abstract: Ontologies generated from the workflow of administrative procedures,
can provide significant improvements and reduce the time of modeling, testing and
integration in the process of building an information system of the public adminis-
tration. In this paper we has analyzed the ontology annotation aimed to provide the
groundwork for automatic generation administrative act. The proposed semantic rep-
resentation of the administrative procedures enables use of the document templates,
which are the framework for the automatic generation of an administrative act. This
would be a result of the administrative procedures execution. The proposed approach
is verified by a case study of building an ontological model of the administrative
procedures for the Guarantee Fund of Autonomous Province of Vojvodina (APV).
Keywords: e-Government, ontology, services, information system.

1 Introduction

State development funds are an interventionist mechanism by which the state affects the
development of small and medium enterprises. These are institutions set up by authorities of
different levels (state, provincial, local government) and whose activity is aimed at stimulating
the development of small and medium-sized enterprises while reducing risk and transaction costs
related to the implementation of stimulating instruments (e.g. loans) of Small and Medium
Enterprises. The following development funds are established in AP Vojvodina: Vojvodina
Development Fund, Agricultural Development Fund, Capital Investment Fund and the Guarantee
Fund of APV. There are two scenarios of use of ontologies in the development of information
systems, depending on the type of information system that is being modeled [1]: Traditional
information systems: semantic content described in the ontology is transformed into a standard
component of the information system Ontology-driven information systems: the ontology is an
individual component of the information system.

Copyright © 2006-2014 by CCC Publications
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The ontological concept, which defines the administrative procedures and tasks, will be de-
scribed and analyzed in detail. The course of generating ontology will be resting on the role of
defined entity domains and the activities performed by those entities which are observed during
the process of the state administration.

The model should meet the following conditions:
1. To describe structural aspect of public administration, administrative units (Funds) and

their hierarchical relationship.
2. To provide an explicit representation of knowledge of administrative processes in Guarantee

fund of APV.
3. To provide ontological representation of the participants and documents in the develop-

ment funds.
4. To describe electronic services profiles those are providing the groundwork for automatic

generation administrative act.
Our main intention is to reduce development time and effort in order to meet the demands

of the information system based on knowledge of the administrative processes and documents.
The core idea in our method is ontology annotations with user interface components in order
to automatic generate user interface and modeling ontology of the electronic services that will
provide generation of the final administrative act.

Main advantages of the model which will be described hereinafter, is a semantic representation
of the administrative procedures business logic which, in the use of traditional techniques for
developing information systems, are firmly integrated into the user interface code. [4] [8]

The paper is organized as follows: the second section provides an overview of the related
work. The third section presents an ontological model of the Guarantee Fund of APV. The fourth
section shows the detailed administrative tasks semantic representation and shows practical use
of designed ontology. In the final, fifth section, concluding remarks and directions for further
research are given.

2 Related work

This section will present research results related to two aspects of the problem investigated
in this paper. The first aspect relates to the use of ontologies in modeling business processes of
public administration, and the second aspect relates to the use of ontologies in the generation of
the administrative act. A ontology is an information structure, which helps to acquire knowledge,
share it, and check consistency within knowledge. Authors in [19] conclude that the ontology
provides a better communication, reusability and organization of knowledge by decreasing lan-
guage ambiguity and structuring data. Author [18] proposed a formal definition of ontology as a
5-tuple (N, R, D, F, T) where each element is defined as follows: N, a set of nodes. R,N is a set
of relation Types. D, is a set of description logic sentences. Each sentence can use the elements
in N and two variables subject and object. Indicating respectively the first and third element in
5-tuple in T. F is a function that maps each element from R onto one element in D. T is a set of
relations which is defined as a set of 3-tuples where for each element consists of (s, r, o) where: s
is the subject, an element of N, r is the relation, an element of R and o is the object, an element
of N.

The authors in [2], propose a model of the system in which the procedures performed by
each administrative unit in the decision-making process and the creation of administrative doc-
uments are described. The main component of the proposed system is ontology of the public
administration. The proposed ontology comprises following aspects of the observed domain.
Structural aspects of public administration represent administrative units and their hierarchical
relationships. Textual aspect of ontology describes the documents that appear as a product of
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the administrative unit described in the structural aspects of ontology. Procedural aspects of
public administration ontology given in [2] are represented as an extension (specialization) to
OWL-S. Service aspect is also represented by OWL-S. An ontology modeled in this way allows
hierarchical control of the administrative units, control of administrative acts anticipated by leg-
islation, communication between administrative units involved in the creation of administrative
documents and calling of the procedures that trigger electronic services. The authors [5], [6],
define three main reasons for the use of ontologies in generating user interfaces: 1. Improved
visualization of UI; 2. Improvement of interactions between the system and users, 3.Improve-
ment of the development process of user interface. In [3] the authors propose the creation of an
ontology, which represents different aspects of service including administrative documents and
legislation. This ontological model is focused on describing the electronic services of public ad-
ministration. Basic concepts of the proposed ontology are Services, Service users, Organization,
Administrative, Service implementation, Legislation, Form, Document, Event.

The ontological model created in this paper relies on the results of [2] and [3].
In a study of applying ontologies in the development of e-Government the authors presented a

method of modeling ontologies in the domain of e-Government [15]. According to the authors of
[9], each public service of eGovernment is semantically modeled and contains references that point
to the required input data. Predefined values of input data or preconditions can be expressed
with semantic rules. In this way, this allows automatic creation of (web) forms and interactive
validation of input data. [13] According to the authors, the development of new applications and
projects begins with modeling the ontology. When modeling the ontology, the authors used two
types of classes and subclasses, by introducing the following assumptions:

Each class that contains a subclass is seen as an abstract class;
Each class that does not contain a subclass is considered a realistic class (the basis for the

creation of form);
Electronic services accept only the instances of realistic classes as input data.
The presented rules and ways of modeling ontologies, according to the authors of [9], allow

the unambiguous identification of e-Government services. The authors of [10] proposed the use
of algorithm for the direct transformation from OWL to relational data structures. The authors
of [11] also dealt with these problems. The basic idea is to transform the created ontology with
the help of the transformation tools in the DLL script and thus preserve all relations, constraints,
and information about the domain. DLL script is used to generate a relational database. Au-
thors of [14] proposes a feasible implementation of a multi-agent environment which makes use of
ontologies and ontology mapping to achieve semantic interoperability. Authors use an ontology
model to facilitate semantic interoperability in a simulated multi-agent environment. The Au-
thors in [16] exploits different semantic web technologies and builds a prototype of semantic web
mash up functionality based on combination of RDF/OWL with SQWRL. The main scope is to
improve decision-making processes. Sugumaran and Storey present a heuristics-based method
for developing and creating ontologies [17]. They identify all the basic terms; this is done by
using use cases and then revising synonyms and related terms manually or by an online the-
saurus. In the next step they identify the relationships among these terms. They define three
types of relationships: generalization, synonyms and associations. Generalization corresponds
to an is-a-relationship. This paper will present the methodology of ontology construction and
annotation of state development funds.

3 Creating an ontology

This section presents a method aimed at building an ontological model of state development
funds. The basic administrative activities that are common to all development funds in APV
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are as follows: Registration of participants of the competition, Analysis of the submitted doc-
umentation, Risk Assessment of funds placement, The decision on funds placement, and Type
of placement. It is noticeable that the administrative activities are almost identical for all state
development funds, regardless of the type of fund and type of placement. The authors in [12]
propose the following four-level typology of administrative activities of public administration:
Identification-identification of types of services offered to end users:

1. Specifications specifying administrative procedures and documents for the identified type
of service;

2. Interaction specifying a communication protocol for the identified type of service (for
example, signing a contract);

3. Transaction the realization of services (for example, issuing guarantees for loan).
This typology can be applied to state development funds. An important role in the develop-

ment of ontology represents the conceptualization and organization of knowledge. The task of
conceptualization is to transform informal knowledge into an ontological concept with the help
of professionals in their field of ontology modeling. Figure 1 shows a simplified model of the
activities of state development funds. [7]

Figure 1: A simplified model of the activities of state development funds

Ontological descriptions of the administrative activities are generally applicable to all gov-
ernment development funds. Below is a detailed description of the ontological model of the
Guarantee Fund of APV (GFAPV OM), which defines the administrative procedures and tasks.

3.1 Ontological model of the GFAPV

The public administration aspects given in [2] were taken as the basis for the creation of
concepts in OM GFAPV. Ontology of public administration in [2] consists of two parts. In the
first part of the ontology, two aspects are defined:

1. A structural aspect of public administration in which administrative units and their hi-
erarchical relationship are described where hierarchical relationships between the administrative
units were presented with properties (belongs to and supervised by).

2. The textual aspect of ontology describes the documents that appear as a product of the
administrative units described in the structural aspect of the ontology. The textual aspect is
presented in the ontology with four main classes as follows:

1. Administrative documents -presented as a product of administrative units;
2. Civil documents -all types of documents that people create and fill out in the course of

communication with public administration;
3. The legal texts -the laws and secondary legislation;
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4. Court decisions -decisions related to administrative actions and decisions of the Supreme
Court.

In the second part of the ontology given in [2], both the procedural and service aspects are
presented.

The procedural aspect of public administration ontology is presented as an extension (spe-
cialization) of OWL-S. The basic concepts of procedural aspects are tasks, procedures and full
procedures. Tasks are atomic actions that cannot be further broken down and are executed by an
administrative unit. Each task has input data that needs to be filled by the system administrator
or worker. The result of executing the task is an administrative act. A procedure contains at
least one informative task (i.e. it tries to find or notify some information from/to another unit)
and only one executive task (i.e. it produces a single act). Thus, the procedures are composed
of one or more tasks. Each task is executed within a framework of procedure. Full procedure
represents a number of procedures intertwined. A full procedure may reflect to the provision of
a service to one or several entities (property providedTo). Procedures may be sequential or in
an acyclic graph. In this ontology, the control constructs of OWL-S are adopted. When defining
the ontological model of OM GFAPV, the following elements of the domain were analyzed:

1. Participants. This aspect corresponds to the structural aspect of the model [2]. It
represents internal funds structure and its position within the public administration, as well as
actors who perform tasks defined in the business process and external participants to the process.

2. Documents. This part, which corresponds to the text aspect of the model [2], represents
administrative acts appearing during the execution of tasks within business processes.

3. The business process logic, which corresponds to the procedural aspect of the model [2], is
defined by business rules and operating procedures of the business system (state credit guarantee
funds).

4. Electronic services are the services invoked in order to execute procedures implementing
business process logic.

In the case of OM GFAPV, administrative procedures are defined as ontology concepts.
Communication between administrative procedures and services is presented as atomic process.
In the case of OM GFAPV each service belongs to only one procedure that is defined in the
ontology. Services are described by service profile properties. The generalization (superclass-of)
and specialization (subclass-of) of ontological concepts is represented by the taxonomy of the
main concepts of the ontology of the Guarantee Fund of AP Vojvodina.

3.2 The taxonomy of the concept Participants

By this concept, all participants in procedures are represented. The concept Participants is
shown in Figure 2.

Figure 2: Participants-ontological concept

Three subclasses of the Participants class are defined in this way: Financial-institutions,
Public- administration, Clients.
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The Financial-institutions concept

This ontological concept describes financial institutions that cooperate with the Guarantee
Fund as well as external participants in carrying out work procedures of the fund. Two groups
of financial institutions were identified: 1. State institutions ( The National Bank ), 2. The
Independent financial institutions (Commercial banks, Credit Bureau Association of Serbian
Banks). The properties of these concepts are SubClassof and haveService. The property SubClass
of describes the structural position of the concept, while the property haveService indicates the
existence of external services that are invoked during the execution of procedures.

The Public-administration concept

The classes described by the concept Public-administration represent the organizational struc-
ture of state administration in AP Vojvodina and the place and role of the Guarantee Fund of
APV in this organizational structure.

The Fund concept The classes identified in the taxonomy of the Fund are, as follows:
Managing Board, Fund director, Professional Service, Administrative Office, Commission for the
issuance of guarantees.

The Clients concept

The classes described by the concept Clients represent participants who are allowed to apply
to Fund open competition. The classes identified in the taxonomy are: Legal entity and Natural
person

3.3 The Documents concept

The concept Documents is created by analyzing all of the documents identified in the Guar-
antee Fund of APV. Figure 3 shows the taxonomy of the Documents concept.

Figure 3: Taxonomy of the Documents ontological concept

Three groups of documents were identified: Administrative acts, Planning acts, and General
acts.
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The Administrative-act concept

As defined above, administrative documents are the product of administrative tasks within
business procedures. Semantic descriptions of documents that have been identified as a result of
the execution of administrative tasks are given below. If we look at the documents as a product
of administrative tasks in the case of the Guarantee Fund of APV, the following documents that
appear as a result of the execution of administrative tasks in the business process of issuing a
guarantee can be identified:

The application document to Open Competition;
The proposals document to the Commission for the issuance of guarantees;
The decision proposal document for the Board;
The decision document of the Board;
The contract document to issue guarantees.
The document of guarantees Administrative-act concept is a subclass of the Documents

concept. In addition, it is associated with the property Producedby that describes it in terms
of administrative procedure which produces the document of Administrative-act type, and the
property FillBy which determines the entity from the Participants taxonomy who fills out a
pre-defined form of the document of Administrative-act type.

The Planning-act concept

Documents belonging to this group are created each year. This group includes the following
documents: Work program, and Open Competition text. Apart from their property SubClass of
which defines hierarchical relations among documents, they are associated with properties that
describe them in terms of creation and approval:

Createdby defines the entity from the Participants taxonomy that created the document.
Acceptedby defines the entity from the Participants taxonomy that approved the document.

The General-acts concept

The documents that determine the legal framework of the fund belong to this group. In the
case of the Guarantee Fund of APV, these are the following documents: The Establishment
Decision, The Statute, The Fund Business Rules, and The Fund Code of Conduct. Apart
from their property SubClass of which defines hierarchical relations among documents, they
are associated with properties that describe them in terms of creation and approval:

Createdby defines the entity from the Participants taxonomy that created the document.
Acceptedby defines the entity from the Participants taxonomy that approved the document.

3.4 Procedures concept

The Procedures concept represents taxonomy of the administrative procedures of the fund.
This taxonomy is created based on operational procedures for issuing guarantees and procedures
relating to the creation of planning acts of the fund. In addition, the taxonomy contains proce-
dures related to utilization of the documents that define legal and regulative framework of funds
within the state administration. The taxonomy is shown on Figure 4.

The taxonomy of the Procedures concept consists of following classes: Planning-procedures,
Operative-procedures.
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Figure 4: The Procedures taxonomy

Planning-procedures concept

This concept describes the procedures aimed at planning annual activities of the Fund. The
outputs of these procedures are various documents that contain activities to be performed in
a calendar year and related financial resources. The following procedures have been identified:
Creating an annual work plan document, and Creating an open competition document. The
properties of classes describe these procedures:

SubClass of identifies the structural position of the concept within the Procedures taxonomy.
HaveOutputDoc -identifies the document that results from performing general administrative

procedures.
PerformedBy -identifies the perpetrators of the procedure.
GeneralActsReferenced identifies all General-Act concepts, which are legal/regulative basis

for the created planning document.

Operative-procedures concept

Basis for creating the Operative-procedures ontological concept are: Task, Procedure, and
Full Procedure as defined in [2]. Each task is executed within a Procedure. Each task has input
data that an administrative worker or system should fill out and the result of the execution of
the task is an administrative act. The Procedure contains only one task with the corresponding
input and output data, which is filled out by an administrative worker or system. Full-Procedure
is composed of one or more procedures, while Operative- procedure is composed of one or more
tasks. In the case of the Guarantee Fund of APV, the Full-Procedure is the procedure of is-
suing the guarantee. Analyzing Operative-procedures concept the following classes are iden-
tified: Application-Processing, Committee-Preparation, Committee-Decision, Board-Decision,
Contract-Generation, and Guarantee-Generation. Figure 5. depicts Application-Processing
class, and properties and relations of the Operative-procedures concept.

Services that call the specified Operative-procedures during their execution are presented by
their profiles (Pservice-A-P, etc.). Communication between these procedures and the service can
be defined as an atomic process since the action of the service can be performed in a single
interaction with the service.
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Figure 5: Properties and relations of the Operative-procedures concept

3.5 The Services concept

Classes of internal and external services that are invoked for executing the work procedures
of issuing guarantees are described in this taxonomy. The following classes are defined: Inter-
nalServices and ExternalServices. Internal Services are the services that are provided by the
Fund, while External services are those that are provided by third parties like banks, other ad-
ministrative bodies, etc. Both have same properties SubClass of and availableOn. The property
SubClass identifies the structural position of the concept within the Services taxonomy, while
the property availableOn indicates service provider URI. Members of the class InternalServices
(Service-A-P, Service-C-P, etc.) are presented by the PresentedBy property. This property
points to the service profile that presents the service and the operational procedure that uses
this electronic service.

4 The semantics of the administrative task

As described above, in our model, an Operative-procedure is composed of one or more tasks.
We call these tasks Administrative tasks. Figure 6 shows the ontological representation of an
Administrative task.

Figure 6: Ontological representation of an Administrative task

Each class and subclass of the ontology within the concept of the Operative-procedures
has input data. Properties dataProperties describe input data of each Operative-procedures
class. An administrative worker or service fills input data into pre-defined Document template(s)
corresponding to an Administrative task. Document template is an active document that contains
a code aimed at invoking a service presented by InternalServices profile. It serves as a starting
point for a new document creation. Individuals of each Operative-procedures class represent
corresponding service and corresponding document template that are filled with input data
during the execution of an administrative task. Result of an Administrative task execution is a
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custom administrative act Output document (one or more in general, because the ontology allows
it). Output documents of an administrative task have their corresponding Object Properties.
These properties describe all relations between an Administrative task and concepts Documents
(Producedby, FillBy) and Participants (Performedby). Figure 7 shows the ontological model of
the administrative task aimed at processing applications on open competition.

Figure 7: Ontological model of the Administrative task

Semantics of an administrative task can be described as follows: The procedure Application-
processing is executed by the Administrative-Office. The document application-document-to-
Open-Competition is the result of the execution of Application-processing procedure. The pro-
cedure for application processing has a unique document template TxtApplication. The ser-
vice profile Pservice-A-P describes the electronic service invoked by the procedure Application-
processing.

4.1 Application of the ontology of administrative task

The annotation of the ontology with elements of user interface is based on the rule that
administrative tasks have input data. As shown in Figure 7, input data is a series of variables
that are filled with the resulting document template of the administrative task. The names of
the input data are represented with dataProperties of the observed task. The descriptions of
input data are defined in dataProperties isDefinedBy property in the following form:

<Control>Component_type</Control>...(Type of the UI /database component )

<Data>data_type</Data>.(Data Type (string), (integer))

<Order>X</Order>.(Component index order on the form)

<Label>Component_label</Label>.(Label of the Component)

<Id>unique_name</Id>(Unique name of the defined Component)

Individuals of each class denote the template of the document that is filled with input data
The feature Data-Properties-assertion references a document that represents the template.

Data-Properties-ID defines the order of execution of the administrative procedures and/or
tasks.

An algorithm for a direct transformation of the semantic description of the administrative
task in the user interface components is shown in Figure 8.
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Figure 8: Transformation ontology into user interface

Module for semantic content transformation: The requirement set in the introductory section
of this paper is that the created ontology should enable automatic generation of information sys-
tem components. The basis of this procedure is the transformation of the created Administrative
Task ontology represented in OWL format in two XML documents witch enable creation of the
user interface. The module for transformation of semantic content represents the application that
loads the created ontology and executes SPARQL queries. Parsing the query results generates
two XML documents (OntoClass, OntoForm).

Administrative tasks sorted in the order of execution within the administrative process are
presented by a Tree View component. For each administrative task, it is necessary to load the
descriptions of the components of the information system from the property DataProperty -
isDefinedBy.

The first XML document is a representation of classes and subclasses of the ontological con-
cept Procedure that represents an ontological description of the administrative business processes.
OntoClass.xml is an XML document, which represents a workflow of the defined administrative
procedures. The second XML document represents components that are extracted from the se-
mantic description of the administrative task. As shown in Figure 8, our model proposes the
application of ontologies for the representation of administrative processes defined in workflows
and extraction of information system components from the generated ontology. Figure 9 shows
the user interface of the module for the transformation of semantic content.

The module for semantic content transformation provides the following functions:
Selection and loading of the desired ontology;
Entering the names of basic classes of the ontology that describe the tasks of the business

process;
Generating the first XML document;
Entering the name of an administrative procedure for which it is necessary to generate user

interface components;
Generating the second XML document;
Generating user interface for the selected administrative task.
As described, annotating administrative task ontology with user interface components, enable

automatic creation of the User Interface for each procedure defined in the ontology. Depending on
the application, the appropriate XSL file provides mechanisms of transformation and formatting
OntoForm.xml and OntoClass.xml documents into user interface components.

Ontological representation of the administrative task contains the resulting document tem-
plate of a selected task. Listing 1 displays the SPARQL queries by which we extract the name
of the resulting document template of the chosen procedure.
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Figure 9: The module for semantic content transformation

Listing 1. Query code for the template extraction

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX owl: <http://www.w3.org/2002/07/owl#>

PREFIX gf: <http://localhost/GFontologies/2011/8/19/Ontology1316412802796.owl#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT ?x ?y WHERE {

?x rdf:type gf:Adm_Task_1

?x gf:DocTxt ?y

}

4.2 Using document templates

Each administrative task has exactly two ontological individuals: a corresponding service
and a corresponding document template to be filled with input data during the execution of
the administrative task thus generating the final document of this administrative task. IT and
legal experts are responsible for creating document templates and corresponding electronic ser-
vices based on the semantic annotation of the administrative task. An example of executing
Application-processing procedure, which illustrates the flexibility of the administrative task rep-
resentation achieved by the proposed administrative task semantic description and use of docu-
ment templates, is shown in sequel:

When a user select desired administrative task (on the generated user interface Application-
processing Figure 10) and fill out all the required fields, corresponding service generate document
template shown on Figure 10. Document template acquires application data from the generated
User Interface and enable generation of the final administrative act.
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Figure 10: Functionality of the created document template

5 Conclusion

eGovernment solutions represent a major challenge in redefining the role of public adminis-
tration agencies and organizations. Creating and using ontologies of knowledge of administrative
processes and modeling and controling systems that would speed up and automate the work of
state administration, constitute prerequisites for technical and organizational interoperability of
different government agencies.

The proposed method reduces development time and effort in order to meet the demands of
the information system based on knowledge of the administrative processes and documents. In
this paper, we presented a methodology for ontology creation and annotation utilized to describe
knowledge of the administrative task.

In this paper, we have proposed an ontological model of state development funds. The
proposed model enables document templates creation, which are the framework for the automatic
generation of an administrative act as a result of the administrative procedures execution. The
proposed approach is verified by a case study of building an ontological model for the Guarantee
Fund of APV. When defining the ontological model of OM GFAPV, the following elements of
the domain were analyzed:

1 Participants, represents internal funds structure and its position within the public ad-
ministration, as well as actors who perform tasks defined in the business process and external
participants to the process;

2 Documents, represents administrative acts appearing during the execution of tasks within
business processes;

3 The business process logic, is defined by business rules and operating procedures of the
business system (state credit guarantee funds);

4 Electronic services are services that are invoked in order to execute procedures implementing
business process logic.

The generalization (superclass-of) and specialization (subclass-of) of ontological concepts are
represented by the taxonomy of the main concepts of the ontology of the Guarantee Fund of AP
Vojvodina. An atomic process presents communication between administrative procedures and
services. In the case of OM GFAPV, each service belongs to only one procedure that is defined
in the ontology. Services are described by service profile properties. Following the proposed
ontology, semantics of an administrative task is described in details. Finally, an example illus-
trating usage of the proposed ontology for implementation of Application-processing procedure
is presented. Further research should focus on the development of ontologies of administrative
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processes within the domain of state bodies. Such ontologies could serve for fast and efficient
creation of interoperable eGovernment applications.
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Abstract: Challenging issue in Wireless Sensor Networks (WSNs) is assessment of
energy and lifetime at different nodes within the networks. Various methods may be
employed to improve lifetime (reduce energy consumption). One such method involves
balancing loads on nodes when data is being transmitted from source to destination
nodes. Multi-path routing techniques can be used for this purpose. In these techniques
no global information is available regard the path, making it difficult to create multi-
path routes from sources nodes to destination nodes. Another problem with these
networks is a routing applied to source nodes independently from that applied used
for destination nodes. This creates energy loss and reduces lifetime. To overcome
this problem, the present paper makes use of clustering by selecting virtual nodes
to gather information from sources and sending it to destination nodes. The New
Protocol for Enhancing Nods Lifetime (PENL) is implemented through NS-2.
Keywords: Wireless Sensor Networks (WSN), optimum routing, dissemination of
information, enhancing nodes lifetime.

1 Introduction

Sensor networks have experienced a considerable growth over the recent years [4]. These
networks are composed of a large number of nodes of very small sensors used to collect and
process environmental information [5]. Nodes in sensor networks usually do not have unique
addresses, and the information collected through nodes is of greater importance [6]. In addition,
the nodes become inaccessible once they are distributed in the environment. They become
useless (reach the end of their lifetime) once they consume the available energy [8]. Therefore,
energy and its optimization is a major challenge is sensor network and received attention from
a large body of research over the past years [1, 3]. To this date, sensor networks have found
increasing applications in different areas including military, environmental monitoring, medicine,
agriculture, and so on. One data-centric method proposed for routing data in sensor networks
is directed diffusion [7], in which nodes use only local data in routing packets. In this method,
interest packets are disseminated over the network and to all nodes by basic nodes. Then the
nodes containing information of interest (information sources) receive these packets and direct
collected information to the destination node. The present paper attempts to overcome problems
(e.g. late aggregation, extra explanatory data, and high levels of power consumption) experienced
in previous protocols. Figure 1 illustrates the process.

Copyright © 2006-2014 by CCC Publications
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Figure 1: Comparison between routing in MECH (left one) and PENL (right one)

The method uses a virtual node in vicinity of source nodes to collect information and send it
to destination nodes. This paper presents PENL and uses the routing method described above
to improve lifetime and reduce overload compared to MECH [2], as we shall see in simulation
results presented in the final section of this paper.

2 Maximum energy cluster head

In MECH [2], source and destination nodes use characteristics of the graph to determine
information that needed to be disseminated and to find a multi-direction efficient path connecting
source and destination nodes. To send data, an interest message is disseminated over an area of
interest in the network. Each node remembers the node through which it has received information
and assigns a gradient to that node. The gradient represents both the direction of information
flow and the status of query (which can be active or inactive). If the node is able to predict the
next path using the gradient, then it delivers the query to an adjacent node related to that query;
otherwise, the query will be sent to all adjacent nodes. The sending node will be recognized as a
source. When being send to destination, data is stored in intermediate nodes in order to prevent
repeated sending. If one node stops working, other nodes will try to locally recover the path.
Once initial exploratory data are sent, the next data will be sent only through reinforced paths.
Source nodes alternatively send exploratory data from time to time to update gradients based
on dynamic changes in network.

Properties of MECH:

• MECH uses neighbor-to-neighbor or step-by-step in which each node can interpret data.

• Information diffusion is a data-centric method and all connections in a WSN use interests
to determine named data for dissemination.

• Nodes are not assigned globally unique addresses and since each node can individually
interpret data, it is possible to reduce data load and send data in concise form.
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Figure 2: MECH protocol

A drawback of MECH is the increased number of data steps which, in turn, shortens lifetime of
nodes and the overall network. NPDI, described below, overcomes these issues.

3 The proposed protocol (PENL)

As seen in C, an appropriate node close to source nodes is selected as virtual node. In D, the
virtual node creates a path to destination node. In E, another node adjacent to the first virtual
node is selected as the second virtual node. And finally in F, in cases where source nodes do not
receive local interest packets for a while, they overlook the virtual node and send collected data
directly to the destination node.

3.1 Selecting virtual node

A major and one of the most difficult steps in PENL is selecting virtual node which has to:

• Be spatially close to sources and have the largest number of nodes adjacent to it in order
to be able to collect data as quickly as possible.

• Maintain a minimum level of energy above some threshold (e) in order to be able to handle
a large amount of data.

Since each node reports its location, it is easy to select a virtual node with the largest number
of adjacent nodes close to sources (the goal is to prevent reduction in lifetime as a result of
information dissemination). Selection of virtual node in this manner meets the above mentioned
properties to a large extent. The minimum distance for the virtual node (denoted by D) can be
determined based on node density in the network. In simulations through NS-2, D is equal to 3
steps. As seen in Fig. 3, VS1 meets the above mentioned conditions and therefore is selected as
virtual node.
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Figure 3: Flowchart for selecting virtual node

3.2 The shortest path

The shortest path problem can be formulated into a linear programming model:

Min z =
∑
i

∑
i̸=j

cijxij

st :
∑
k ̸=j

xjk −
∑
k ̸=j

xkj = 1 if j is source

∑
k ̸=j

xjk −
∑
k ̸=j

xkj = 0 if j is neither source nor destination

∑
k ̸=j

xjk −
∑
k ̸=j

xkj = −1 if j is destination

(1)

The model does not account for the direction of edges (links). Each link may transmit data
from j to k or in opposite direction. The following graph shows a part of a network where this
technique is applied to find the shortest path. Here, the goal is to find the shortest path between
Vs and S. Fig. 4 presents a typical graph of a WSN.
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x01 + x02 + x03 − (x10 + x20 + x30) = 1

x10 + x13 + x14 − (x01 + x31 + x41) = 0

x20 + x23 + x25 − (x02 + x32 + x52) = 0

x30 + x31 + x32 + x34 + x35 + x36 − (x03 + x13 + x23 + x43 + x53 + x63) = 0

x41 + x43 + x46 + x48 − (x14 + x34 + x64 + x84) = 0

x52 + x53 + x56 + x57 − (x25 + x35 + x65 + x75) = 0

x63 + x64 + x65 + x67 + x68 + x69 − (x36 + x46 + x56 + x76 + x86 + x96) = 0

x75 + x76 + x79 − (x57 + x67 + x97) = 0

x84 + x86 + x89 − (x48 + x68 + x98) = 0

x96 + x97 + x98 − (x69 + x79 + x89) = −1

a ≤ xij ≤ a+ ϵ (i, j = 1, 2, . . . , 9)

Min z = a01x01 + a02x02 + . . .+ a89x89

(2)

Figure 4: Connecting paths in a typical graph

3.3 Selecting a new virtual node

Since virtual node is required to handle a large amount of data, it will be eliminated once
its energy is used up. To prevent this, a new virtual node will be selected after a certain period
of time is passed. In PENL, this time interval is denoted by Pe. When Pe is reached, the
virtual node sends an NR message to its neighbors requesting them for sending an Na message
in response indicating the remaining amount of energy for the virtual node. The virtual node
allows for a delay in responses and then selects an adjacent node with the highest level of energy
as the new virtual node. An SN message is sent to this node. The new node will disseminate an
interest message to update paths to the new node. After a certain period, the new virtual node
floods exploratory data globally over the network to find a path to the destination node. The
process is illustrated in Fig. 5.

3.4 Virtual node expiration

In some cases virtual node may become inoperative. This can be caused by different factors
such as hardware problems, expiry of working period, used up energy, failure in finding a node
with required level of energy, etc. In this case, if virtual node is still working, a message will
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be sent over the network to request source nodes for overlooking the virtual node and sending
individual packets of exploratory data over the network to find a path to the destination node.
The process is illustrated in Fig. 5.

Figure 5: Selecting a new virtual node using the original virtual node

4 Analysis of simulation results

This section presents simulation results obtained through NS-2.

4.1 Routing overload

Overloads contain additional bits used to identify and correct errors. This increases the level
of disseminated unwanted information and redundant processing at intermediate nodes as well
as end stations. Fig. 6 shows routing overload. As seen in this figure, routing overhead of PENL
when the number of sources is greater than 2, is smaller compared to that of MECH.

Figure 6: Comparison of routing overload in PENL and MECH

4.2 Packet loss rate

Fig. 7 compares number of lost data packets for different number of sources when connection
is established between source and destination nodes. As seen in this figure, packet loss rate does
not change considerably with the increase in the number of sources for PENL while increase in
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the number of sources for MECH, particularly from 6 to 7 sources, significantly raises packet loss
rate.

Figure 7: A comparison of packet loss rate of nodes in PENL and MECH

4.3 Energy consumption in networks

Fig. 8 shows overall energy used by all nodes of the network. As seen in this figure, PENL
is much more energy-efficient compared to MECH mainly because of reduction in the number of
transmission paths. In this simulation 7 sources were used over a 25 × 15 grid containing 320
nodes.

Figure 8: A comparison of energy consumption of nodes in PENL and MECH

5 Conclusions

In this paper, PENL was proposed as a protocol to improve routing in WSNs. The protocol
is often used to increase efficiency of the previously used protocols in terms of energy consump-
tion by reducing routing overload and balancing loads on nodes. PENL outperforms previous
protocols such as MECH in many aspects including packet loss rate, energy consumption, and
routing overload.
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Abstract: Nowadays, reduction of energy-consumption in Mobile Ad-Hoc Networks
(MANETs) has been a herculean task. Appropriate location-based routing protocols
like Location-Aided Routing-1 (LAR-1) can be incorporated for reducing the energy
consumption as it extends the network lifetime in dynamic network. The research
work proposed integrating energy-conservation along with LAR-1 route-discovery
mechanism, named as New-Location-Aided Routing-1 (N-LAR-1). In this paper, de-
velopments of performance-metrics using this N-LAR-1 approach have been reported.
Affirmative results have been achieved through N-LAR-1 by utilizing the sleep or
inactive mode condition of mobile nodes in Ad-Hoc Networks. It has been observed
that performance of N-LAR-1 is better than N-DSR approach.
Keywords: MANETs, LAR-1, Energy Conservation, Network lifetime.

1 Introduction

MANET is a self-configuring, self-organizing infrastructure less network. For instance in mil-
itary application, enemy tank can be tracked within the network at the time of battle. Similarly,
local community can use an Ad-Hoc network to detect moving car and its speed along with
direction. Presently limited energy, limited bandwidth, multi-hop routing, dynamic topology
and security are the leading technical challenges in MANETs. Numerous routing protocols have
been proposed to overcome these challenges in Ad-Hoc networks [1]. Routing protocols play an
important role in dynamic network communication. Commonly, routing protocols are divided
into topological and position-based protocols. Further topological-based routing protocols may
be classified mainly into proactive, reactive and hybrid types. On the other hand, position-based
routing protocols diminish the limitations of topological-based routing protocols using location
information via GPS [2]. There are three position-based routing approaches such as, Greedy,
Restricted Directional-Flooding and Hierarchical type techniques. Earlier several position-based
protocols had been projected such as LAR-1, Distance Routing Effect Algorithm for Mobility
(DREAM), Most Forward within Distance R (MFR) and so on.

LAR-1 is widely used source routing protocol, like a DSR. It is a type of restricted directional
flooding based position-based routing protocol. Initially it starts flooding in network by the
source but after expecting destination, the routing will be only in the direction of the destination.
Since nodes in MANET are battery dependent. To extend network lifetime, routing protocol
should concentrate for achieving energy conservation in the network [3] [4]. In this paper, N-
LAR-1 technique has been developed with association of Power-Aware Dynamic Source Routing
(PADSR) energy model in MANET. This proposed work is an endeavour to address challenging

Copyright © 2006-2014 by CCC Publications
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the issue of developing an effective energy-conserving technique for MANET. This paper also
shows optimization of Ad-Hoc network performance metrics using proposed N-LAR-1 technique.
In second section, literature survey has been presented. The short description of conventional
LAR-1 protocol is shown in next section.

Afterward N-LAR-1 is elaborated in next portion. In fifth section, simulation results and its
effect on proposed technique have been displayed. Last part concludes the paper.

2 Preliminaries

MANET is the group of wireless mobile nodes without any pre-defined infrastructure. Each
mobile device has a limited energy and additional energy is required to forward the packets
during route discovery mechanism in Ad-Hoc Network. Therefore, energy-conservation is re-
quired in network. Several researchers have been contributed in the era of energy-conservation.
This section shows literature survey of work on LAR-1, energy-conservation on LAR-1 along
with comparison amongst various routing protocols and energy-conserving routing techniques in
MANET.

At first optimization in route discovery overhead was given by Ko Y.B. et al. [5] in the
form of Location-Aided Routing (LAR) protocols in MANETs. They suggested an approach
to utilize the location information via GPS to improve performance of routing protocols in the
network. They developed two location-aided routing algorithms LAR-1 and LAR-2. Both use
directional forwarding flooding, in which the source node floods data packets in the direction of
the destination node. Both limit the search for a route in restricted area. They had concluded
that routing overhead is reduced using LAR-1 scheme.

Ahvar E. et al. [1] analysed the performances of LAR-1, Dynamic Source Routing (DSR)
and Ad-Hoc On-demand Distance Vector (AODV) routing protocols on the basis of energy con-
sumption in Ad-Hoc networks. This analysis was accomplished by varying the network load, size
and node mobility of the network. They concluded that LAR-1 is much better than others and
affords energy-conservation in high node density networks. Xu Y. et al. [6] proposed an energy
saving Geographic Adaptive Fidelity (GAF) algorithm. It concentrates on turning the radio off
as much as possible. GAF nodes utilize geographic location information to segregate into fixed
square grids. Nodes within a grid, switch between sleeping and listening state with the guarantee
that one node in each grid stays up to route packets. Their results show that it can save 40-60%
more energy than conventional protocol. Patel A. et al. [7] recognized an unreachable corner of
GAF scheme and its effect in the network. GAF-h (Hexagonal) algorithm has been derived and
checked with different traffics by them. It replaces virtual square grid into hexagonal grid. They
concluded that it optimizes the Packet Delivery Fraction (PDF) and throughput of the network.

Chen B. et al. [8] proposed a power saving protocol SPAN that reduces energy consump-
tion without shrinking the capacity or connectivity of an Ad-Hoc network. It adaptively elects
coordinators and to form a fundamental structure that has set defined rules that are primar-
ily based on the residual energy at nodes plus the number of nodal neighbours for coordinator
announcement and withdrawal. Further Joshi N. et al. [3] modified LAR-1 scheme in terms of
energy-constrained operations is known as Variable Range Energy aware Location-Aided Routing
(ELAR-1VAR). It controls the transmission power of a node according to the distance between
the nodes. They evaluated ELAR-1-VAR with LAR-1 in the terms of PDF, End-to-End (E2E)
Delay and average energy consumption. In conclusion, it improves the network lifetime by reduc-
ing energy consumption in the network. Ramkrishnan S. et al. [9] exposed PADSR protocol and
implemented on small to medium size network. It is concluded by them that PADSR protocol
outperforms than DSR protocol by power saving of 30% in MANET.
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3 Conventional LAR-1

The dynamic nature of MANET results in frequent and unpredictable changes of network
topology, adding complexity to routing among the mobile nodes. The chief aim of routing is to
find and maintain route between nodes in a dynamic topology with possibly unidirectional links
using minimum resources in Ad-Hoc Network.

Several routing protocols have been proposed for MANETs to accomplish effectual routing.
One such example is LAR-1 scheme that was utilized for reducing the transfer range of broad-
casting during route discovery in networks. The objective of LAR-1 is to perform more efficient
route discovery and limit the flooding of route request packets. At first Ko Y.B. et al [5] pre-
sented the idea of utilizing the location information for mobile nodes in terms of route discovery
optimization, is called LAR-1. LAR is one of the most popular amongst location-based rout-
ing protocol. Conventional LAR-1 is an on-demand restricted direction flooding location-based
routing protocol. It uses source routing like a DSR, but after expecting the destination packets
have flooded in the direction of destination only. Source routing has been used with statically
and dynamically configured routes for routing in MANET. Concept of LAR-1 routing depends
upon request and expected region. Request region comprises of source node and expected region.
If location is available, a request region (including the expected region) is formed that is defined
as the region containing set of nodes that should forward the route discovery packet. Request
region is also defined by location information of destination node. Size of this region depends
upon movement of destination, elapsed time in which prior location of destination is included.
As a result, the routing overhead reduces and better performance of LAR-1 protocol is achieved
in the network [5] [10]. LAR-1 can be effectively used when an infinite queue of data packets is
to be sent in the network.

4 Proposed Technique

Proposed technique integrates the method of energy-conservation of mobile nodes and route-
discovery mechanism via LAR-1, is named as, N-LAR-1 technique.

4.1 General Criterion of the technique

1. At first, Source node (S) broadcasts (B) RREQ packets to nodes within their individual
radio range (Rj).

2. Whole area in request region from S to D (Destination) is divided into numerous hexagonal
grids within the radio range of mobile nodes in the network.

3. At the time of flooding, only having higher energy (non-survival condition of energy) of
nodes are selected, called Coordinators.

4. At the same time, other remaining nodes will go into the sleep mode correspondingly and
save their energy in the network.

5. Through these coordinators D is achieved and after some time Acknowledgment(ACK)goes
to the S from D that contains the information of destination. Otherwise, the process is
restarted.

6. Now, destination is achieved in flooding as a DSR. Hence, the computing the new route oc-
curs through LAR-1 schemes again only in the direction of an expected region of destination
node.

7. At a moment, the route is established in the direction of destination through the selected
coordinators under LAR-1 scheme within the request region of an Ad-Hoc network.
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4.2 Algorithm

STAGE-1

1. Create mobile node mj;

2. Set Source Node S, Sξmj;

3. Set Destination Node D, Dξmj;

4. Set routing protocol, DSR & LAR-1;

5. Set radio range Rj // Rj=550 m;

6. Compute _ route (RREQ_B, S, D);

7. If (next_neighbor node == true, energy≥10 J & next_neighbor≤Rj);

8. Next_neighbour_node_table (A, B, C, D - - - -);

9. Check_Eng = Max (A_Eng, B_Eng, C_Eng, — - - - - - -) ;

10. Set C = = Max_Eng_Node // for coordinators selection;

11. If ( next_neighbour_node = = D);

12. find destination_node;

13. send ACK to S via RREP through selected route ;

14. Call to LAR-1;

15. Else Go to Step-7

STAGE-2

1. Call to LAR-1;

2. Information_D (elapsed time, speed, radius)_ expected region, send to S;

3. S Broadcast (B), RREQ only in D_expected-region;

4. Compute_route (RREQ_B_expected_region, S, D);

5. If (next_neighbour node = = true, energy≥ 10 J & next_neighbour≤ Rj;

6. Next_neighbour_node_table (A, B, C, D - - - -);

7. Check_Eng = max (A_Eng, B_Eng, C_Eng, — - - - - - -) ;

8. Set C = = Max_Eng_Node //for coordinator selection;

9. If ( next_destination_node = = D);

10. Route is established;

11. send ACK to S via RREP from D;

12. Else Go to Step-5.

In figure 1, the expected region shows circular area radius of R = V (t1 − t0). The request
region is divided into number of hexagonal grids 1,2,3,4,5,6,7,8,9,10,11,12 (shown above in figure
1). A, e, F, w, q, I, K, a, v, m, O, s are the route forwarding nodes having the higher energy
values than other nodes in their respective grids. Other remaining nodes will be in sleep or
inactive mode at the same time and save their energy in MANET. Finally, dashed line in figure
1 shows the route from S to D using proposed N-LAR-1 energy-conserving routing technique.
Thus, number of hexagonal grids is to be monitored and forward route tracing is more reduced
with decreased routing overhead, E2E Delay and energy consumption in the network. In such a
way, energy conserves and network lifetime is enhanced in Ad-Hoc networks.
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Figure 1: N-LAR-1 Routing Technique

5 Simulation and Results

The simulation was conducted in the Network Simulator (NS2) environment. All simulations
were performed on Intel (R) core i3 CPU, 2.3 GHZ, 3072 MB of RAM running on Inspiron N5010
configuration. Simulation includes physical, data-link and Medium Access Control (MAC) Layer
models. The Distributed Coordination Function (DCF) of IEEE 802.11 is used to model the
contention of nodes for the wireless medium. The radio model uses characteristics similar to
Lucents Wave LAN direct sequence spread spectrum radio [11]. The simulations were run for
100 seconds. The number of nodes (n) in network is 25, 50, 75, 100 and situated in a network
area of 800 x 600 square meter region having a transmission range of 550m. In implementa-
tion, simulator setup (Radio Propagation Model, Random Waypoint Mobility Model) and all
simulation parameters with simulation environment has been shown in table1 separately.

Table 1: Simulation Environment
Network Parameter Value
Simulator NS-2.31
Simulation time 100 Seconds
Transmission range 550 m
Node movement model Random way point
Routing Protocols DSR and LAR-1
Simulation area 800 x 600m2

Bandwidth 2 Mb/s
Traffic type CBR
Transport Agents TCP
Node Speed 0-20 m/s
Energy value 18-100 J

5.1 Simulation Results and Discussion

If the concept of proposed technique is applied separately on DSR protocol, is named as
N-DSR approach. In this simulation, implementation has accomplished between N-LAR-1 and
N-DSR approaches for 25, 50, 75 and 100 nodes. Comparison of performance metrics like PDF,
throughput, Normalized Routing Load (NRL), E2E delay and average node energy consumption
is displayed in figures 2, 3, 4, 5 and 6 respectively.
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5.2 Results

Figure 2: PDF Comparison Figure 3:Throughput Comparison

Figure 4:NRL Comparison

Figure 5:E2E Delay Comparison Figure 6:Average node energy consumption comparison

5.3 Analysis of Performance Metrics

1. PDF: PDF is consistent in N-LAR-1 and N-DSR techniques with increasing the number
of nodes. It is clear from figure 2 that PDF ratio is higher using N-LAR-1 than N-DSR
approach.

2. Throughput: N-LAR-1 technique provides better throughput than N-DSR scheme. This
analysis presents consistent behaviour in both techniques on 50, 75 and 100 nodes.

3. NRL: NRL ratio increases in both techniques till 25 nodes. Further, it varies with in-
creasing the number of nodes in the network. NRL ratio is reduced using N-LAR-1 in
comparison to N-DSR.

4. E2E Delay: E2E Delay analysis illustrates linear variation in both approaches till 25
nodes. E2E delay is less in N-LAR-1 than N-DSR and can be optimized when the number
of nodes is 75 in the network.
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5. Average Node Energy Consumption: Figure 6 depicts the average node energy con-
sumption analysis for N-LAR-1 and N-DSR techniques. This parameter varies with increas-
ing the number of nodes in network. Average node energy consumption using N-LAR-1 is
less than N-DSR and can be optimized on 75 nodes.

It is concluded from the analysis, N-LAR-1 technique achieves energy conservation along with
sending successfully higher data packets to the destination. All above-mentioned performance
metrics are optimized and overall network lifetime of network is improved using N-LAR-1 in
comparison to N-DSR.

6 Conclusion and Future Work

LAR-1 extends the on-demand routing approach in MANETs and packets have flooded to-
wards the destination only instead of entire Ad-Hoc network. This research work shows devel-
opment of an effective energy-conserving technique N-LAR-1 for MANET. Proposed N-LAR-1
technique has arrived at a conclusion that performance metrics such as average node energy con-
sumption, PDF, E2E Delay, NRL, throughput and Network lifetime have been improved when
the sleep or inactive mode of the nodes in the networks are utilized. It has been analysed that per-
formance of N-LAR-1 is better than N-DSR approach. These improvements in the performance
of N-LAR-1 are possible due to the flooding of data in the direction of expected destination only.
Research can be extended to integrate such type of work like proposed N-LAR-1 technique using
other reactive routing protocols like AODV, OLSR, TORA and position-based routing protocols
like GLS, DREAM in future. Further this proposed technique can be implemented and analyzed
for wireless sensor networks, Vehicular Ad-Hoc networks and cognitive radio networks.
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Abstract: Mobile agent systems offer efficiency and flexibility as a design paradigm.
These two characteristics allow to these systems to be an adequate solution for many
problems. These systems are used in many critical domains. This expansion, in use,
obliges designers to insure the reliability and correctness of such systems. Formal
methods can be used to verify the correctness of these systems. This paper presents
a formal specification and verification of mobile agent systems using the High Order
π-calculus. The verification exploits the two tools UPPAAL and SPIN.
Keywords: Mobile Agent, Formal Verification, π-calculus, Promela, SPIN, UP-
PAAL.

1 Introduction

Formal methods are methods with mathematical background. Unlike informal methods,
descriptions using formal methods are more precise, understandable, and unambiguous. There
are many formal languages and methods, among these languages we recall: TL (Temporal Logics)
[2], Processes Algebras (CCS [1], π-calculus [4], HOπ-calculus [19]) and State Transition Systems
[3, 4]. To be formal, a language expressing a specification must comprise three components: a
syntax defining the rules for forming expressions, a semantics with rules for the interpretation
of formed sentences and a proof theory governing rules for inferring useful information from the
specification [3].

π-calculus is a mathematical model of processes whose interconnections change as they in-
teract. The basic computational step is the transfer of the communication link between two pro-
cesses; the recipient can then use this link for further interaction with other parties. This makes
the calculus suitable for modelling systems where the accessible resources vary over time [1].
Higher-Order-π-calculus (HOπ) treats another kind of mobility, where processes (called agents)
themselves move. The π-calculus and its extensions are processes-algebras that focus on mobility.
In these calculi, processes communicate using channels. A process sends a channel’s name in the
monadic π-calculus, tuples of channels names in the polyadic π-calculus, and tuples of processes
and channels names in Higher-Order-π-calculus (HOπ) [4].

In software engineering, formal specification is the expression in a formal language, and at an
abstract level, a set of proprieties; that a system is designed to satisfy [3]. It is recognised that
good specifications should be adequate, internally consistent, unambiguous, complete, minimal
and satisfied by lower-level ones [2].

System Verification is a domain appeared after the crisis witness of enterprises specialised in
the development of systems, where the verification is a viable solution to these problems. During
this period, verification tools were designed to verify systems. Some of the most important
verification tools are:

Copyright © 2006-2014 by CCC Publications
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1. UPPAAL: is the acronym of the university of Uppsala (Sweden) and Aalborg (Denmark).
It is an educational tool for formal specifications and verification of systems [5];

2. SPIN: is the acronym of Simple Promela Interpreter. It is a tool for verifying the logi-
cal consistency of concurrent systems, specifically of data communication protocol. The
verified systems must be described in the Promela [6] modelling language;

3. LOTOS: is the acronym of (Language of Temporal Ordering Specifications). LOTOS has
been applied to describe complex systems, formally. A number of tools have been developed
for LOTOS, covering user needs in the areas of simulation, compilation, test generation,
and formal verification [7].

The formal specification and verification of mobile agent systems contribute to the best for-
malisation of these systems. Specification can be used to analyse some known MAS (mobile agent
system) properties, which are: safety, accessibility, boundedness, and liveness. The objective of
our work is to specify and verify an example of a MAS. This system manages service locations
in particular networks. This system is called Service Location Protocol (SLP) [26].

To present this work, we organize this paper as follows: In the next section, we present
briefly mobile agent systems, the section three will present HOπ-calculus, Promela and UPPAAL
languages. Section four will present the modelling and verification using SPIN and UPPAAL
tools. Before concluding this paper, we will show some related works in section five. Finally, a
conclusion will summarize this paper and will discuss possible prospects.

2 Mobile Agent Systems (MAS)

2.1 Agent Concept

Agent’s term comes from two distinct domains: the distributed systems domain and the multi-
agent systems domain. These last belongs in the base to intelligence artificial domain, where the
programmers tent to imitate humane intelligence [8]. Russel and Norvig define the agent term
as entity that broach its environment and interact on it [9].

2.2 Mobile Agents

Mobile agents have been introduced initially in 1994 with the Telescript environment [16]
that permitted to processes to choose themselves to move on the sites of a network in order to
work locally onto resources. A mobile agent [12,13,15] is a process that can move from a site to
another site in order to achieve a task. In general, the mobility is provided using some primitive
like: move(site) that permits the agent to move toward the site designated by the parameter.
A mobile agent is composed of his corresponding code, as well as of a context including some
data. This context can evolve under execution, for example while collecting some data when an
agent achieves a research of information on a set of servers. The code and the agent’s context are
displaced with the agent when this one visits different servers. In general, a mobile agent system
provides the primitive of communication allowing to the agents to interact between them, but also
to the agents to interact with the services that they visit. These primitives of communications
take the form of sending messages or calling procedures or methods [17].

2.3 Mobility mechanisms

Mobile agents can move between network hosts, transporting their code, data and state
information to continue their execution on different environments. In literature [5], we can find
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many mechanisms. In the case of remote execution, the agent is sent before it starts to be
executed. When it arrives on the destination, it is executed until it finishes. In this case the
agent is transferred once. When it is executing it can use the same remote execution mechanism
to start the execution of other agents. In the remote execution the destination of the agent is
determined by the execution starter. The mobile agent can do a weak migration by sending its
data with its code. Usually, the implementations of this scheme allow choosing which part of
data will be transferred to the new location of the agent. In this case, the agent programmer
might design some mechanism based on the value of agent’s data to resume the execution from
some point. Strong migration is the highest degree of mobility. Using this scheme not only
agent code and data is sent, but also the state of execution. When the agent arrives to the
destination, it is fully restored and its execution is resumed from the same execution point it was
just before migration. Strong migration turns to be complex, since it involves low level internal
mechanisms for execution restoring that must be standard to provide migration transparency in
heterogeneous environments.

2.4 Applications and limits of mobile agents

Mobile agents [1] are software abstractions that can migrate across the network representing
users in various tasks. This is a contentious topic [14,18] that attracts some researchers. Mobile
agents provide a very appealing, intuitive, and apparently simple abstraction. The authors in [1]
give some applications of mobile agents:

1. Distributed research of information;

2. Active Documents: Active e-mail, web page (hypertext);

3. Advanced telecommunications services: video-conferencing, mobile users (with the poten-
tial disconnections);

4. Monitoring and remote configuration of devices: industrial processes, network management;

5. Management and cooperation in the work-flow: the work-flow defines activities, sites, rela-
tionships, time for their implementation, to achieve an industrial product. Mobile agents
are responsible for conveying information between co-workers in a work-flow;

6. Active networks: flexible and dynamic networks according to application needs. Two
approaches are proposed: (i) Programmable switches: dynamically extend the networks.
This approach is based on Code on Demand paradigm; and (ii) Capsule approach: attach
codes to the transferred packets. The node that receives the packet performs the associated
code to treat the data in the packet;

7. E-commerce: an agent looks in a market for catalogues, and then it returns to the laptop
of a customer with the best rates available;

8. Applications deployment and maintenance of components in distributed environments.

9. Parallel processing: the agents dispatch several computing units to make parallel certain
tasks.

3 Formal Languages for MAS

We are interested to present two formal languages in this section HOπ-calculus, Promela
language and two tools which are SPIN and UPPAAL.
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3.1 HOπ-calculus

In this higher order paradigm, mobility is achieved by allowing agent to be passed as values
in a communication. HOπ-calculus [19] is an extension of the first order π-calculus introduced
by D.Sangiorgi [4]. This calculus enriches the π-calculus with an explicit higher order commu-
nication. In the HOπ-calculus, not only names, but also agents of arbitrarily high order, can
be transmitted. The syntax of the HOπ-calculus is an extension of the syntax of the first order
π-calculus.

Let be {a, b, ..., x, y, ...} a set of names and {P,Q, ...} a set of processes [19]. Processes of
HOπ-calculus are defined by the following grammar:

P ::= x̃(K).P |x(U).P |P ||Q|τ.P |υxP |P +Q|[x == y]P |!P |0
Where:

1. The output prefix x̃(K).P can send the name K via the name x and continue as P ;

2. The input prefix x(U).P can receive any name via x and continue as P with the received
name substituted for all free occurrences of U in P ;

3. The Parallel Composition P ||Q represents the combined behaviour of P and Q executed
in parallel, where P and Q can proceed independently and interact via shared names;

4. The Silent Prefix τ.P represents an agent that can evolve to P without interaction with
the environment;

5. The Restriction υxP behaves as P but the scope of the name x is restricted to P . P can
not interact with other process through x;

6. The Sum P +Q represents an agent that can enact either P or Q;

7. The Match [x == y]P can evolve as P if x and y are the same name, and will do nothing
otherwise;

8. The Replication !P can be seen as an infinite composition !P = P |P | or, equivalently, an
agent satisfying the equation !P = P |!P =!P |P ;

9. The empty agent 0 cannot perform any action.

3.2 Promela

Promela [6] is the acronym of Process (or Protocol) Meta Language; it is the modelling lan-
guage for the SPIN (Simple Promela Interpreter) [27]. Promela programs consist of processes,
message channels, and variables. Processes are global objects that represent the concurrent en-
tities of the distributed system. Message channels and variables can be declared either globally
or locally in a process. It supports rendezvous and asynchronous communication between pro-
cesses via channels. Processes specify behaviour, while channels and global variables define the
environment in which the processes run.

3.3 UPPAAL

UPPAAL [6] is a tool to model, to validate and to verify real time systems; it is appropri-
ated for the systems that can be modelled by timed automata or linear hybrid automata. The
model-checker UPPAAL is based on the theory of timed automata [29,30] and its modelling lan-
guage offers additional features such as bounded integer variables and urgency (priority between
the same actions defined in two automata). The query language of UPPAAL, used to specify
properties to be checked, is a subset of CTL (computation tree logic) [31].
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4 Specification and Verification of the SLP Protocol

4.1 The SLP Protocol

The Service Location Protocol is an IETF standard track protocol [26]. The IETF is the
Internet Engineering Task Force committee that is part of the IAB (Internet Activities Board)
and determines internet standards. SLP provides a framework to allow networking applications
to discover the existence, location, and configuration of networked services in enterprise networks.
SLP can eliminate the need for the user to know the technical features of network hosts. Using
the SLP, the user needs only to know the description of the service he is interested in. Based on
this description, SLP is then able to return the URL of the desired service. SLP is a language
independent protocol. Thus the protocol specification can be implemented in any language. The
SLP infrastructure (Figure 1) consists of four types of agents [26]:

1. User Agent (UA), which is a software entity that is looking for the location of one or more
services;

2. Service Agent (SA), which is a software entity that provides the location of one or more
services;

3. Directory Agent (DA), which is a software entity that acts as a centralised repository for
service location information;

4. Memory Directory Agent (MDA), which is a software entity that memorizes the service
information.

Figure 1: The SLP infrastructure

In next section, we present a formal specification of SLP in HOπ-calculus. This specification
will be transformed firstly into the Promela language, then into the UPPAAL modelling language.
The section six will present the verification phase. We achieve the verification using the two tools:
SPIN and UPPAAL, then we discuss a comparison between the results obtained from the two
tools.

5 SLP Specification

In this section, we will specify the SLP protocol by three formal specification languages: the
HOπ-calculus, Promela, and UPPAAL modeling language. The formal specification of the SLP
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system using the HOπ-calculus is given as the following:

system = (Reqst, Reply, Save, NoSave, Connect, Ack, Askinfo, Sendinfo)|
UA(Reqst, Reply)|SA(Connect, Save, NoSave, Ack)|
DA(Reqst, Ack, Connect, Save, NoSave, Askinfo, Sendinfo)|
MDA(Askinfo, Sendinfo)

In this specification, the system is composed of one User Agent (UA), one Directory Agent
(DA), one Memory Directory Agent (MDA), and one Services Agent (SA). The mobility is de-
scribed through the parameters of the channel. For each new service registered by the SA within
the DA, there are MDA belonging to this specific service. In our case the service will be service.
The parameters for each agent are used for the communication between agents.
In the UA specification, we use Request and Reply as two channels for the communication
between the UA and DA. The term service specifies the service that will be asked. In this
specification, the UA sends a request to ask a service, and receives a reply that contains the
service information. The User Agent (UA) Specification is as follows:

UA(Reqst, Reply) = υ(service)
Reqst(service,Reply).Reply(service, info)

The SA can register a service within the DA using the channel Save and also remove a regis-
tered service within the DA using the channel NoSave, and it receives an Ack as an ok to Save
or NoSave. The Service Agent (SA) Specification is as follows:

SA(Connect, Save,NoSave,Ack) = υ(service)
Connect(adrs).Save(service).Ack| SA(Connect, Save, NoSave, Ack)
+Connect(adrs).NoSave(service).Ack| SA(Connect, Save, NoSave, Ack)

The DA can communicate with UA and SA, it generates the service location. This DA saves
the service information if it receives a Save(service), and does not save it otherwise. If the
DA receives a Reqst(service), it asks the Memory Directory Agent (MDA) for the service infor-
mation via Askinfo(service), and it waits the reply (Sendinfo(service)) from this agent, before
sending this service information to the UA via ˜Reply(info, service). The specification of the
DA is as follows:

DA(Reqst, Ack, Connect, Save, NoSave, Saveservice, NoSaveservice, Askinfo,
Sendinfo) = Connect(adrs)|Save(Service).Ack.DAMem(Askinfo, sendinfo)|
Saveservice(service)| Reqst(service).Askinfo(service)|
Sendinfo(service, info).Reply(service, info)|
DA(Reqst, Ack,Connect, Save,NoSave)
+Connect(adrs)|NoSave(service).Ack|
DAMem(Askinfo, Sendinfo).NoSaveservice(service)|
DA(Reqst, Ack,Connect, Save,NoSave)

The MDA is the Memory Directory Agent; it saves information about services. It communi-
cates only with the DA. The specification of the MDA is as follows:

MDA(Askinfo, Sendinfo, Saveservice, NoSaveservice) =
Saveservice(service)|Askinfo(service).sendinfo(service)|MDA(Askinfo, Sendinfo)
+NoSaveservice(service).MDA(Askinfo, Sendinfo)
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Formal methods may be used to specify the system behaviour and to verify that the designed
and implemented system satisfies the expected properties. The higher-order π-calculus is able to
describe the mobile systems behaviour and, because it possesses formal semantics, it is capable
of verification as well. To insure verification of the HOπ-calculus, one is obliged to use some
automated tools. We have found two tools that can be used: SPIN and UPPAAL. To realise
verification using this two tools, we were obliged to apply some transformation on the former
specification. The two next sections will present the specification in SPIN and in UPPAAL.

5.1 Modelling SLP Using Promela

To allow the verification of the SLP protocol, we propose (firstly) to use the SPIN tool. The
SPIN tool uses Promela as a specification language. Requirements and properties are specified
as LTL (Linear Temporal Logic) [2]. These LTL formulae can be entered as assertions in the
Promela specification, and so be used in simulation, or they can be verified using the model-
checker of SPIN. The following paragraphs present the Promela specification of the SLP protocol.

The messages declarations are formalised as follows:

#definemsgtype 10
mtype = service, name, ok, info

The channels between the entities (agents) are formalised as follows:

chanReqst = [1] of mtype, byte
chanReply = [1] of mtype
chanSave = [1] of mtype
chanNoSave = [1] of mtype
chanAck = [1] of mtype
chanConnect = [1] of byte
chanAskinfo = [1] of mtype
chanSendinfo = [1] of mtype
chanSaveservice = [1] of mtype
chanwait = [1] of byte
boolfree = true, souscribe = false;
byteadrs;

We declare four processes. The first one is a process named User Agent, specified as follows:

active proctypeUA(){
xsReqst; xrReply;
again1 :
Reqst!service, Reply;
if :: Reply?service → free = false; wait!msgtype(10)
fi;
goto again1}

The second one is a process named Service Agent, specified as follows:
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active proctype SA(){
xsSave, NoSave; xr Ack;
again2;
Connect!adrs;
if :: wait?(10) → free = false
fi
if
:: free == true → Save!service
:: else → NoSave!service
fi;
Ack?ok;
goto again2}

The third one is a process named Directory Agent, specified as follows:
active proctypeDA(){
xsAck,Ask_info,Reply;
xr Save,NoSave, Send_info,Reqst;
if :: Connect?adrs → subscribe = true
fi
assert((free == true) & &(subscribe == true));
if
:: Save?service → Ack!ok;Save_service!service
:: NoSave?service → Ack!ok
:: Reqst?service → Ask_info!service
fi;
if Send_info?service → Reply!service, info
fi}

The four one is a process named Memory Directory Agents and it is specified as follows:
active proctypeMDA(){
xsSend_info; xr Ask_info, Save_service;
if
:: Save_service?service;
:: Ask_info?service → Send_info!service
fi}

5.2 Modelling SLP by UPPAAL

Figure 2 presents the graphic modelling of the whole system specification as a timed au-
tomaton. The agents SA, DA, and MDA are presented respectively in the Figures: 3, 4, and
5.

6 SLP Verification

This section is dedicated to present the verification phase in this work. We consider three
important properties (i.e. requirements), that we will verify:

• Safety: Every agent SA which registers a service within DA is recognised by the DA and
the service becomes available;
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Figure 2: Diagram of the system

Figure 3: Service agent diagram

• Reachability: If UA asks for the service “service” and if SA subscribes this service at the
DA, then UA obtains the service;

• Bounded Liveness: During the registration period within the DA, a service must be
accessible.

6.1 SLP Verification by the SPIN Tool

We use the SPIN tool to verify the Safety, Reachability and Liveness properties. This
tool allows verifying properties during the simulation using the assert function (assertion):
assert((free == true) & &(subscribe == true)), or using the following never claims:

never{
TO_init :
if
:: (!(ask) & &(frr) & &(subscribe)) → goto accept_all
:: (!ask) → goto TO_S3
fi;
TO_S3
if
((free) & &(subscribe) → goto accept_all
(1) → goto TO_S3
fi;
accept_all
skip}
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Figure 4: Directory agent diagram

Figure 5: Memory directory agent diagram

6.2 SLP Verification by the UPPAAL Tool

We use the SPIN tool to verify the Safety and Liveness properties using the CTL (Compu-
tational Tree Logic) [31] as following:

E<>Directory.receive_reqst_service: This expression allows us to verify the reachability
of some sate in the directory agent behaviour.

A[]notdeadlock: This expression allows us to verify that the system has no deadlock.

7 Related Works

Mobile agent paradigm attracts researchers in the domain of software engineering and arti-
ficial intelligence. Many interesting researches on formal specification and verification of mobile
code system can be found. In the present work, we have presented firstly a specification of
the service location protocol system in the HOΠ-calculus. This specification was then verified
using the two tools: SPIN and UPPAAL. This verification validates the safety propriety. In the
literature, we found some similar works that tended to specify and verify formally mobile code
systems using other specification languages and other verification tools, as examples:

• In [1], the SLP is specified in HOPi-calculus and verified by UPPAAL tool. In this work, the
HOPi-calculus specification is then translated to an automaton model, where the mobile
aspect of data is not respected. In our work, we have used a specification with only four
agents. Another difference is that we have used the SPIN tool and Promela.

• In [3], a formal specification and verification of secure routing protocols for mobile ad hoc
networks (MANETs) is presented. In this work, authors used the Promela as specification
languages and SPIN as verification tool.
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• Formal specification of standards for distance victor routing protocol is presented in [10].
This project presents how to use an interactive, HOL (High Order Logic), together with
a model checker, SPIN, to prove key proprieties of distance victor routing protocols. The
formal verification techniques in this project are suited to routing protocol generally.

8 Conclusion

A mobile agent is an entity that can change its location during its execution. It can migrate
from one host to another, in a network. The use of mobile agents knows an expansion in several
domains. This inclusion of mobile agents in critical domains obliges the designer and developer
to make attention during the elaboration of these agents. The reliability and the correctness of
these programs (mobile agents) are important. Formal methods can help the designer to specify
systems then to prove the correctness of these systems. Some of these methods are: π-calculus,
HOπ-calculus.

In this paper, we have presented the use of the HOπ-calculus and Promela language as specifi-
cation languages for mobile agent systems. We have presented a specification of the SLP protocol
(Services Location Protocol), and we have done verification using the two tools: UPPAAL and
SPIN.

The use of formal methods meets some difficulties in software development. These difficulties
are argued by the lack in experiments of these methods and the requirement of some mathematical
background by the developer. In this work and some other previous works [32–34], we have tried
to show the power of formal methods to insure the reliability of a mobile agent systems. In our
future work, we will be interested to apply formal methods on more examples of mobile agent
systems. These experiments will establish an approach on the use of formal methods, in software
engineering process.
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Abstract: Multiple Criteria Decision Making (MCDM) substantially evolved dur-
ing the past decades and became one of the most important areas in Operational
Research/Management Science. The article presents a review of extensive scientific
work of Professor Edmundas Kazimieras Zavadskas on development of MCDM meth-
ods on the occasion of his 70th birthday. The article also highlights his research
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1 Introduction

Multiple Criteria Decision Making (MCDM) methods have substantially evolved since 1970s,
and had various types of real world applications. New MCDM methods have been developed,
and existing methods improved, showing that research in the decision-making is still critical and
valuable. One of the early and exceptional authors, continuously working on the development
and improvement of MCDM methods since 1976, is Professor Edmundas Kazimieras Zavadskas
(Fig. 1). This article is an attempt to summarise his research and achievements in development
of the MCDM methods on the occasion of Professor˙s 70th birthday.

2 Achievements in Development of MCDM Methods

Edmundas Kazimieras Zavadskas was born on the 12th of May 1944 in Vilnius. He presented
his PhD in 1973 – he researched the applications of polymer resins in reinforced concrete. This
was the time when he took interest in optimising constructions, technologies and organisations.
A selection of decision-making solutions dominated his research. This is how he significantly
developed some elements of rational decisions theory. As a synthesis of research results, in
1987 E. K. Zavadskas defended his Post-Doctoral (Habilitation) Thesis where MCDA/MADM
methods (TOPSIS, SAW, ELECTRE, ENTROPY, Game Theory, Utility Theory, Permutation

Copyright © 2006-2014 by CCC Publications
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Method, Judgement Methods) were applied for construction tasks solutions. Furthermore, these
methods were used for development of decision support systems [1].

There is a monograph summarising his achievements from that period [2]. This monograph
has had a strong influence on research conducted by young academics working towards their PhD
theses in number of countries, from Uzbekistan through Russia, Poland, Germany, Denmark, and
Cuba to Syria. Another monograph [3] strengthened the Professor˙s position as a leader in this
part of Europe, conquering the area of multi criteria decision aiding methods, and operational
research applications in construction industry.

Synthetic works on multiple criteria decision support systems in construction have been
published in individual monographs or in collaboration with his colleagues [4] – [6]. New methods
of performing multiple criteria analysis in a project have been developed by Professor and his
team, including:

• A method of COmplex PRoportional ASsessment (COPRAS) [5], COmplex PRoportional
ASsessment of Alternatives with Grey Relations (COPRAS-G) – presented in publication
[7] which was nominatd the New Hot Paper for January 2010 by Science Watch (Thomson
Reuters) in the field of Engineering (see http://archive.sciencewatch.com/dr/nhp/2010/
10jannhp/10jannhpZavaET/) and COmplex PRoportional ASsessment of Alternatives Ap-
plying Fuzzy Sets (COPRAS-F) [8];

• Additive Ratio Assessment (ARAS) method [9], Additive Ratio Assessment Applying At-
tributes Values Determined in Intervals (ARAS-G) method [10] and Applying Fuzzy Sets
(ARAS-F) [11];

• A Selection of Rational Dispute Resolution Method by Applying New Step-Wise Weight
Assessment Ratio Analysis (SWARA) [12];

• TOPSIS Method Applying Mahalanobis Distance Measure (TOPSIS-M) [13];
• A new Normalization method in Games Theory [14];
• A method of Weighted Aggregated Sum Product Assessment [15];
• Algorithm of Maximising the Set of Common Solutions for Several MCDM problems [16].

Furthermore, variety of the new MCDM methods and software was developed in collaboration
with academic colleagues from abroad, i.e.:

• Software for Multiple Criteria Evaluation [17];
• A method of Multi-Objective Optimisation on the Basis of Ration Analysis (MOORA) [18];
• A method MULTIMOORA (MOORA plus Full Multiplicative Form) [19];
• COPRAS method for Group Decision Making in an Interval-Values Intuitionistic Fuzzy

Environment [20];
• Extensions of LINAMP Model for Multi Criteria Decision Making with Grey Numbers [21];
• Fuzzy DEA Approach Based on Parametric Programming [22];
• Intuitionistic Fuzzy DEA for Efficiency Evaluation under Uncertainty [23];
• Stepwise DEA Analysis and Grey Incidence Analysis [24].

All the above listed methods had wide real world applications in such areas as: sustainable
development in civil engineering, building life cycle, modelling of construction and real estate
sector, quality control of construction projects, etc. Professor E. K. Zavadskas continuously
develops new and researches existing MCDM methods for further improvements. Researches
results, among many others, as illustration of Professor˙s works can be distinguished:

• Measuring Congruence of Ranking Results Applying Particular MCDM methods [25];
• Evaluation of Ranking Accuracy in Multi-Criteria Decisions, presented in paper [26] which

was titled as Fast Breaking Paper for June 2009 by Science Watch (Thomson Reuters) in
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the field of Mathematics (see
http://archive.sciencewatch.com/dr/fbp/2009/pdf/09junfbpVysh.pdf);

• Verification of Robustness of Methods when Assessing Alternative Solutions [27] – [31];
• Proposal of Multi-Criteria Assessment Model of Technologies [32] – [39] .

Professor E. K. Zavadskas, in collaboration with his colleagues, has also developed hybrid deci-
sion making methods by combining MCDM methods TOPSIS, SAW, ELECTRE, AHP and the
methods proposed by the Professor (see, i.e. [40] – [45]). About 20 papers were nominated as Hot
Papers in Thomson Reuters database. In one of these papers there is a published interview with
the author (see http://archive.sciencewatch.com/dr/nhp/2011/11maynhp/11maynhpZavaET/).

Professor E. K. Zavadskas was granted a Lithuanian award for research achievements for a
cycle of works ´Multiple Criteria Assessment of Construction Projects and Technological So-
lutionsĄ (1980–1996) in 1996, and for a cycle of works ´Modelling in construction (methods,
simulation, decision support and information systems, web-based technologies, practical applica-
tion)Ą (1996–2003) – in 2004. In 1996 he also was awarded the 4th class medal of the Lithuanian
Grand Duke Gediminas.

3 Biography and General Data

Edmundas Kazimieras Zavadskas (Fig. 1) was born in 1944 Vilnius, Lithuania. He graduated
from an elementary school in Vorkuta, USSR and secondary school in 1962, Dūkštas, Lithuania.

E. K. Zavadskas studied at Faculty of Construction Economics in Vilnius branch of Kau-
nas Polytechnic Institute (VISI) (1962–1967) (now – Vilnius Gediminas Technical University,
VGTU). In 1968 he became an assistant, 1969–1972 he was a PhD student at VISI, lecturer – in
1974, associate professor in 1977 and became a professor in 1988.

The Professor became a Rector of Vilnius Civil Engineering Institute (VISI) in 1990. Dur-
ing the period between February-October 1990, he successfully reorganized the Institute, which
became the Vilnius Technical University, and was nominated a Rector for period of 1990–1996.
Later the University was renamed as Vilnius Gediminas Technical University (VGTU) and Prof.
E. K. Zavadskas became a Rector for the period of 1996–2002. In 2002–2011, he was a Vice-
Rector of VGTU. In this time, he worked towards making the University one of the largest
universities in Lithuania, taking a leading position in technical and engineering education and
research.

Since 1986 till now Professor Zavadskas has been a Head of the Department of Construction
Technology and Management, Civil Engineering Faculty, VGTU.

His impressive academic carrier started in 1973 when he became a PhD student at the Vil-
nius Civil Engineering Institute (VISI, now VGTU) and defended his Post-Doctoral (Habilita-
tion) Thesis at Moscow Civil Engineering Institute in 1987 (on Multi Attribute Decision Making
in Construction). In 1993, he won laurea doctorali ad habilitationem at Technical Sciences at
VGTU.

Professor E. K. Zavadskas was an Expert Member (1991–1993), Corresponding Member
(1993–2011) and in 2011, became a Full Member of the Lithuanian Academy of Sciences. Fur-
thermore, he has been granted a title of Honorary Doctor of three universities: Poznań, Kiev,
and St. Petersburg (2001–2003) and the Honorary International Professor of the National Taipei
University of Technology. He presides and participates in a number of scientific corporations and
editorial boards of scientific publishing houses. He is a member of two Russian Academies, the
Ukrainian Academy of Cybernetics, and many (17) scientific and research organisations, from
Melbourne to Brussels. He also represents the Baltic States in international organisations. The
Professor was a President of Operational Researchers Society in Lithuania and the Baltic States
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Figure 1: R. J. Slowiński, B. Roy, E. K. Zavadskas at the 52nd Meeting of the EURO Working
Group Multicriteria Aid for Decisions (MCDA), 6–7 October, 2000, Vilnius, Lithuania (organised
by H. Pranevičius, L. Sakalauskas, E. K. Zavadskas, A. Kaklauskas)

in 2001–2012.
The Professor˙s research and teaching includes fields of construction materials, materials resis-

tance, construction technology and management, operational research methods, decision support
systems, life cycle analysis, etc.

Prof. E. K. Zavadskas has published over 50 books, including 5 textbooks and 16 mono-
graphs as single author, or in collaboration with other authors, 10 popular science books, over
400 research articles as well as several hundreds of articles on various social and cultural topics.
He has edited over 20 collective volumes.

Professor E. K. Zavadskas has set up three famous international scientific journals: ´Techno-
logical and Economic Development of EconomyĄ (Editor-in-chief since 1994), ´Journal of Civil
Engineering and ManagementĄ (Editor-in-chief since 1995) and ´International Journal of Strate-
gic Property ManagementĄ (Editor-in-chief since 1997 till 2011). Since 2008 all three journals
have been referred in Thomson Reuters Web of Science database, and since 2010 – have impact
factor (IF). Furthermore, since 2010 these journals are published by VGTU publishing house
´TechnikaĄ in collaboration with a famous publishing house – Taylor & Francis.

The Professor is also a member of editorial boards of 16 international journals referred in
Thomson Reuters Web of Science database and 17 other journals.

On various occasions special issues of journals and collective volumes were dedicated to Pro-
fessor˙s works, i.e. Journal of Management and Decision Making: ´Normalisation in Decision
Making methodsĄ (2007), International Journal of Environment and Pollution (2007, 2008),
Automation in Construction (2010), Informatica (2001), Ecology (2007).

Professor E. K. Zavadskas was a chairman and member of organizing committees of numerous
international conferences, as well as editor of conference proceedings, including:

• Modelling and Simulation of Business Systems (Vilnius, Lithuania 2003);
• 33rd Symposium International FESF Strasbourg: Recent developments in Environmental

Protection (Vilnius, Lithuania, 2003);
• Simulation and optimization in Business and Industry: International Conference on Oper-
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ational Research (Tallinn, Estonia, 2006);
• The 20th International Conference EURO mini Conference ĽConstruction Optimization

and Knowledge-Based Technologies´ (EurOPT’2008) (Neringa, Lithuania, 2008);
• The 25th International Symposium on Automation and Robotics in Construction (ISARC

2008) (Vilnius, Lithuania, 2008);
• International Conference on Modelling of Business, Industrial and Transport Systems

(Riga, Latvia, 2008);
• International Conference ´Modern Buildings, Materials and StructuresĄ, (Vilnius, Lithua-

nia, 2004, 2007, 2010, 2013), etc.

Professor E. K. Zavadskas was one of the main initiators of international German – Lithuanian
– Polish colloquium dedicated to Operational Research (OR) in Civil Engineering. The first one
was held in 1986, Leipzig, Germany. The Colloquia are organized every two years. Since the
first one, 14 colloquia have already been organized.

On the basis of collaboration during 11th and the 12th colloquia, the idea of setting up
of a new EURO working group ´OR in Sustainable Development and Civil Engineering (EW-
GORSDCE)Ą was presented. On the initiative of professor Zavadskas, the Working Group
was established during the 23rd European Conference on Operational Research ´OR creating
competitive advantageĄ, which took place in Bonn, Germany 5–8 July 2009 (http://www.euro-
online.org/web/ewg/32/ewg-orsdce-or-in-sustainable-development-and-civil-engineering). Prof.
E. K. Zavadskas is a Chairman of this working group.

Under E. K. Zavadskas supervision, 33 PhD dissertations were presented (four of his former
students were awarded the title of Full Professor).

On the day of his Jubilee, we would like to congratulate Professor Edmundas Kazimieras
Zavadskas – an exceptional scientist of greatest format. We wish the Professor good health and
creativity in further contributions to MCDM methods.

4 Conclusions

Professor Edmundas Kazimieras Zavadskas has greatly contributed to development and prac-
tical applications of MCDM methods. This is why a part of the article was devoted to his achieve-
ments. His numerous articles and, most of all, authorship or co-authorship of books contribute
to the MCDM theory and practice, as well as encourage continuous innovations in this field.
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Abstract: The prediction of time series has been widely applied to many fields such
as enrollments, stocks, weather and so on. In this paper, a new prediction method
based on fuzzy cognitive map with information granules is proposed, in which fuzzy c-
means clustering algorithm is used to automatically abstract information granules and
transform the original time series into granular time series, and subsequently fuzzy
cognitive map is used to describe these granular time series and perform prediction.
two benchmark time series are used to validate feasibility and effectiveness of proposed
method. The experimental results show that the proposed prediction method can
reach better prediction accuracy. Additionally, the proposed method is also able to
precess the modeling and prediction of large-scale time series.
Keywords: Fuzzy Cognitive Maps (FCMs), time series, prediction, , information
granules.

1 Introduction

Time series is a sequence of real-data, with each element in this sequence representing a
value recorded at some time moment. As a classic issue, time series prediction has been used in
diverse fields, which utilizes prediction model describing some useful temporal relationship that is
developed by observing a past certain variable or a past family of variables to extrapolate future
values. How to construct prediction model of time series is core for prediction of time series.
Many researcher early focus on how to construct predictive model of time series with the aid of
the linear system theory [1], the stochastic process theory [2] and the black-box methodology [3],
and dynamical system analysis [4]. However, the constructed prediction model by using these
methods cannot solve prediction problem in which the historical data are missing or uncertain.

Fuzzy sets theory can be used to make semantics and represent the data themselves and fuzzy
reasoning offers a viable alternative to ensure robustness to the inherent uncertainty, which has
involved into modeling and prediction of time series. Song and Chissom [5–7] defined the concept
of fuzzy time series and developed two fuzzy time series prediction models — the time-invariant
model [6] and the time-variant model [7]. Following the work of Song and Chissom, many the
improved prediction models associated with fuzzy time series are emerged such as the Markov
model [8], Chens model [9], Hwangs model [10], the heuristic model [11], the high order model [12],
the local trend model [13] and so on. These models have been used to predict enrollment of
university, stock index, temperature etc., which also shows better prediction performance. As
data, time series is inherently associated with large size, high dimensionality and a stream-like
nature. Whereas construction of the fuzzy logic relationships which has important impact on
performance of models is a tedious work in the development process of existing fuzzy time series
models, which is difficult and complicated for modeling of the large-scale fuzzy time series. To
overcome the deficiency, fuzzy cognitive map (FCM for short) with information granules seem
to can become an alternative.

Copyright © 2006-2014 by CCC Publications
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Fuzzy cognitive map as a soft computing technology for modeling complex systems was
proposed by Kosko in 1986 [14], which are treated as an alternative way for knowledge-based
representation and inference process for its easy of usage and numeric matrix operation for
complex system. Based on the nature, FCM has capable to handle prediction problem of time
series [15, 16]. Further, information granules and information granulation [17, 25] play key roles
when dealing with large data. As expression of meaningful the abstract entities, information
granules come with information granulation. The role of information granulation is to organize
detailed numerical data into some meaningful, semantically sound entities (information granules).
In particular, granulate information are able to achieve a high level of interpretability and manage
phenomena which are complex and consequently the data are overwhelming. The formalism of
information granules includes intervals, fuzzy sets, rough sets, shadow sets or alike. There
are many methods supporting design of information granules, one of which is fuzzy c-means
clustering. It can provide an ability abstracting fuzzy information granules from data with
multivariate attribute.

In this paper, starting with global view of information granules, we attempt to construct
fuzzy cognitive map with information granules to realize prediction of time series. Our proposed
prediction method of time series includes two stage: the first stage is to construct fuzzy cognitive
map prediction model on basis of information granules, and the second stage is to perform
prediction by exploiting the fuzzy cognitive map with information granules based model which
is constructed by the first stage.

The remainder of this paper is organized as follows. Section 2 briefly introduces some concepts
related to FCM, and then focus on learning method of FCM. Section 3 presents a method of
constructing FCM with information granules by using fuzzy c-means clustering algorithm.The
proposed prediction method of time series based on FCM with information granules is detailed
in section 4. In section 5, two benchmark time series are used to validate the feasibility and
effectiveness of proposed method, and experimental results is also discussed. Finally, some
conclusions is provided in section 6.

2 Fuzzy cognitive map and its learning method

In this section, some concept associated with fuzzy cognitive map is first recalled, and then the
learning method based on particle swarms optimization (PSO) technology, an effective learning
method of FCM, is presented to learn weights of FCM.

2.1 Fuzzy cognitive map

FCM is simple, very powerful tool for representation of human knowledge and performing
reasoning. FCM can describe a given system by concepts and mutual relationships among them,
which play an important role for time series modeling and prediction in this paper.

FCM is composed of a collection of nodes and directed links (edges) between nodes. In the
FCM, nodes is used to represent concepts, say C1, C2, · · · , Cn. These concepts can be envisioned
as status, variables etc. which is used to describe main dynamic characteristic of problem/pro-
cess/system. Values of nodes (concepts) are fuzzy and change with time. The directed edges
represent casuality between nodes or more precisely a way in which one node affects another
one. The connections between nodes could be asymmetric. The strength of connections (it is
also called weights of FCM) from node Cj to node Ci, denoted by ωij , is quantified to be range
from −1 to 1. The value of ωij reflects different casuality between Ci and Cj , viz.,

• ωij > 0, which indicates positive causality between Cj and Ci, i.e., an increase of value of
Cj leads to an increase of value of Ci (and vice versa).
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• ωij = 0, which indicates neutral causality between Cj and Ci, i.e., no relationship between
Cj and Ci. In this case, the connection from Ci to Cj can be removed.

• ωij < 0, which indicates negative causality between Cj and Ci, i.e., an increase of value of
Cj leads to an decrease of value of Ci (and vice versa).

The fuzzy cognitive map can be represented as not only the directed graphic but also a square
matrix. The square matrix, which is also called relationship matrix, stores all values of weights
of FCM. Fig.1 shows an example of FCM model and its relationship matrix that concerns public
city health issues.

(a) FCM model of public city health issues (b) The relationship matrix of FCM

Figure 1: FCM model of public city health issues and its relationship matrix.

Behind FCM, there is mathematical mechanism which is described in forms of (1):

Ci(t+ 1) = f(
n∑

j=1

ωijCj(t) + ω0i) (1)

where Cj(t) is the the active level (value) of jth node at the tth time moment, ωij ∈ [1, 1] is
the value of weight from the concept Cj to the concept Ci and ω0i ∈ [0, 1] is the bias associated
with the ith node. Besides, n is the number of nodes of FCM, and f is the transformation
function that is generally selected as sigmoid function with steepness parameter σ — f(u) =
1/(1 + e−σu))(u ∈ R, σ > 0), where the steepness parameter σ is associated with the individual
node of the FCM. The role of this parameter is to provide some additional calibration of the
value of the node [16].

Let wi = [ωi1 ωi2 · · · ωin ]
T be the weight vector which includes all values of weights from

all other nodes to ith node. Likewise the vector of active level of nodes is described as C =
[C1 C2 · · · Cn]

T , which includes all values of nodes of FCM. Thus we can rewrite (1) to obtain
a more concise vector notation as follows.

Ci(t+ 1) = f(wT
i
C(t) + ω0i) (2)

Once nodes of FCM and weights between these nodes are determined, FCM starts with a
given initial state vector C(t) = [C1(t), C2(t), · · · , Cn(t)]

T to perform iteration computation
according to (1). After finite iteration, FCM can reach an equilibrium point or a limit cycle. It
is worthy noting that at t+ 1 time moment the active level of ith node depends on all the value
of node of FCM at t time moment.
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2.2 The learning of fuzzy cognitive map

The sound values of weights can ensure FCM accurately describing dynamic behavior of
system to research. Several methods such as the Hebbian learning [14] on basis of the scheme of
unsupervised learning, the numeric data-based PSO algorithm [16] and evolutionary optimization
[19] have been proposed. As an optimization method, PSO algorithm offers possibilities of
global, population-based optimization yet not imposing a very heavy computational overload.
The method allows for determining parameters of FCM from original time series data without
human input. In this paper, we take PSO algorithm to learn all parameters of FCM.

In brief, PSO involves a population of particles whose dynamics is guided by the mechanisms
of social interactions and personal experience. The details of PSO and its enhancement version
are documented in the literature [20] and [21].

The objective of utilizing PSO algorithm to learn parameters of FCM is to develop candidate
FCM and enable it to mimic the given input data. This optimization problem requires to establish
n× (n+ 2) parameters. Consequently, the particles structure is defined as

Ŵ = [ ω11 , ω12 , · · · , ω1n , ω21 , ω22 , · · · , ω2n , · · · , ωn1 , ωn2 , · · · , ωnn ,

ω01 , ω02 , · · · , ω0n , σ1 , σ2 , · · · , σn ] (3)

where wij ∈ [1, 1] is the weight from node j to node it, w0i ∈ [0, 1] is the bias associated with
the ith node, and σi > 0 is the steepness parameters of transformation function f .

Objective function (4) is used to evaluate quality of particles in population, and is defined
by taking advantage of an inherent property of FCM model.

min : f =
1

(l − 1)n

l−1∑
t=1

n∑
i=1

∥ Ĉi(t+ 1)− Ci(t+ 1) ∥2 (4)

where C(t+1) = [C1(t+1) C2(t+1) · · · Cn(t+1)]T is a actual response for initial state vector
C(t) = [C1(t) C2(t) · · · Cn(t)]

T , Ĉ(t) = [Ĉ1(t+ 1) Ĉ2(t+ 1) · · · Ĉn(t+ 1)] is a response of the
condidate FCM for initial state vector C(t), l is a number of input data points, n is a number of
nodes of FCM. The objection function can realize comparison between the single-step response
of the candidate FCM and the actual response for the same initial state vector.

3 The design of fuzzy cognitive map with information granules

One fundamental problem when FCM is used in time series modeling is how to design struc-
ture of FCM for a given time series, i.e., how to map the given time series onto the structure of
FCM, viz. expressing a meaning of the nodes of the graph and specifying possible causal linkages
between pairs of nodes. In general, if the concepts of system to research are easily identifiable,
these concepts can be directly cast into FCM. However, the clearly and understandable concepts
are hardly obtained from time series including a series of numeric data, which need to be dis-
covered or mined. Here the idea of information granulation is adopted. On a basis of numeric
data formed are information granules and they can be treated as nodes of FCM. Fuzzy c-means
clustering [22] can serve as a convenient vehicle to construct information granules from data. In
what follows, an illustrative example is presented how to design structure of FCM for time series.

Let us consider a certain time series as shown in Fig.2 (a). The numeric data included in
the time series is clustered by using the standard version of fuzzy c-means clustering algorithm
with Euclid distance, where the number of clusters c is set into 3 and the fuzzification coefficient
m is set into 2 as well. The results of clustering is reported in Table 1 in where G1, G2, G3



Numerical Prediction of Time Series Based on FCMs with Information Granules 317

   

(a) The original time series plot. (b) The expression of FCM with infor-
mation granules

Figure 2: FCM expression of a certain time series.

are prototypes. These prototypes can be viewed as information granulations represented by the
following semantics:

• G1 — the amplitude of time series is negative high where locates nearby −1.9019.

• G2 — the amplitude of time series is zero where locates nearby 0.

• G3 — the amplitude of time series is positive high where locates nearby 1.7832.

From perspective of information granules, the dynamic behaviour of timer series can be described
through establishing relationships among these granules.

Table 1: The prototypes and granular description of time series showed in Fig.2 (a)
Cluster No. 1 2 3
prototypes -1.9019 0.025 1.7832

Description of prototypes
information granules G1 G2 G3

From Table 1, if the number of clusters is envisioned as the total number of node of FCM, and
the fuzzy semantics associated with prototypes, say G1, G2 and G3, are regarded as the concepts
of corresponding nodes of FCM, FCM is constructed to express time series showed in Fig.2 (a),
which is shown in Fig.2 (b). FCM with sound weights can represent dynamic characters of the
time series, which can become realization by PSO algorithm to minimize objective function (4)
(refer to section 2.2).

4 The proposed prediction method of time series based on fuzzy
cognitive map with information granules

In this section, the proposed prediction method of time series based on FCM with information
granules is detailed. FCM is exploited to realize prediction of time series, which is based on the
idea that the structure of it can store the values of weights between nodes that describe dynamic
behaviour of time series at each iteration step.

Suppose that X = {x1 , x2 , · · · , xl
} is a time series. The outline of proposed method is

presented in Fig.3, which consists of two stages — the first stage (from step 1) to step 5)) is to
construct FCM model to express time series and the second stage (from step 6) to step 8)) is
to use the constructed FCM model to perform prediction. In what follows, the two stages are
detailed respectively.
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Figure 3: The outline of proposed prediction method.

Step 1) Partition the raw time series X into the training set consisted of k observations and the
testing set consisted of lk observations. The former is used to develop FCM model, whereas
the latter one is separate and is used to carry out prediction of the non-observed data.

Step 2) Generate information granules by fuzzy c-means clustering algorithm. Its object is to cap-
ture the linguistic and numerical characters of the training set. The stand version of fuzzy
c-means clustering algorithm is adopted in this paper, which accepts the all observations
from the training set and the predefined number of clustering c, and by the end of clus-
tering algorithm, a prototype vectors P = [p1 p2 · · · pc ] can be obtained. Each prototype
pi (i = 1, 2, · · · , c) is assigned into semantics, which result in the formation of information
granules, say G1, G2, · · · , Gc (see section 3), i.e., prototypes can be make semantics, which
form information granules.

Step 3) ) Build the structure of candidate FCM via the information granules generated by step 2).
The step plays an important role. As mentioned previously in section 3, the predefined
number of clusters c is regarded as the total number of nodes of FCM and information
granules are directly taken as the concept of corresponding nodes of FCM. Subsequently,
the structure of fuzzy cognitive maps is formed.

Step 4) Granulate each observation in the training set by granular interface, which creates ordered
data points by the well-known (5) according to prototypes P obtained previously and the
each observation in the training set. Note that ui can become the active level of the
ith node of FCM related to ith granules Gi which is formed by assigning semantics into
prototype pi .

ui(pi , x(t)) =
1

c∑
j=1

∥ x(t)−pi
x(t)−pj

∥
2

m−1

, i = 1, 2, · · · , c; t = 1, 2, · · · , k (5)

where x(t) is an observation at t time moment from the training set, c is the number of
cluster, pj (j = 1, 2, · · · , c) is the jth prototype obtained previously, m is fuzzification
coefficient, ui(pi , x(t)) is the membership value that x(t) belonged to prototype pi and t is
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time label.

F =


G1

G2

...
Gc

 =


C(1)

C(2)

...
C(l)


T

=


c1 (1) c1 (2) · · · c1 (l)

c2 (1) c2 (2) · · · c2 (l)

...
...

...
...

cc (1) cc (2) · · · cc (l)

 =


u1 (p1, x (1)) u1 (p1, x (2)) · · · u1 (p1, x (l))

u2 (p2, x (1)) u2 (p2, x (2)) · · · u2 (p2, x (l))

...
...

...
...

uc (pc, x (1)) uc (pc, x (2)) · · · uc (pc, x (l))


(6)

According to (5), each observations xi(t) (i = 1, 2, · · · , l − k) from the training subset
can be transformed along with time variable t, and become available in the form of their
membership values corresponding to each granules Gj , which means original time series
is converted to granular time series. We unfold (5) along with time label t, (6) can be
obtained. Let us observe (6), G1, G2, · · · , Gc are defined as granular time series which
includes c subsequence. Note that each row vector of F, say G1,G2, · · · ,Gc, expresses
the level that the given time series can be characterized by corresponding fuzzy semantics
pi , whereas each column vector of F, say C(1),C(2), · · · ,C(l), expresses the level that an
observation of time series x(t) at t time moment can be characterized by all semantics.

Step 5) Learn weights of FCM by PSO algorithm according to the transformed granular time series
data. Its role is to establish a fully learned FCM model. The PSO algorithm described
in Section 2.2 is used to learn all parameters vector Ŵ of FCM constructed by step 3) on
basis of the granulation time series data C(1),C(2), · · · ,C(l) which is formed by step 4).

Step 6) Granulate datum from the testing set by granulation interface, which is regarded as input
of the fully learned FCM formed by step 5). A point x(k+ s) at k+ s time moment within
the testing set, which is transformed into a tuples initial state vector C(k + s) according
to (5), which indicate the activation level of all nodes in FCM model.

Step 7) Perform iteration computation on basis of (1). FCM model perform one step iteration from
initial state vector C(k+s) and generates response vector Ĉ(k+s+1). Results of iteration
computation of FCM indicate the state of granular time series in the next time moment,
in other words, the iteration process of FCM is actually the prediction process on the level
of information granules.

Step 8) Reconstruction the numerical values according to the activation level of all nodes of FCM
at a certain time moment. The numerical prediction is carried out according to (7) which
reconstructs numerical values on basis of the activation value among all nodes of FCM at a
certain time moment and prototypes formed by fuzzy c-means clustering algorithm prior.

x̂(t) =

c∑
j=1

ĉj(t)
mpj

c∑
j=1

ĉj(t)m
(7)

where c is the number of cluster, pj (j = 1, 2, · · · , c) is prototypes, m is fuzzification
coefficient, ĉj (t) is an activation value of jth node of FCM model at t time moment, and
x̂(t) is the predicted numerical value at t time moment.
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5 Experimental study

In this section, two benchmark time series — the enrollment of university and Taiwan Stock
Exchange Capitalization Weighted Stock Index (TAIEX) time series, are used to carry out pro-
found experiment for validating feasibility and effectiveness of proposed predicted method. The
goal is to assess quality of the proposed method and compare with other method based on fuzzy
sets theory.

5.1 Experimental setup

The proposed prediction method concern only one adjustable parameter,say the predefined
number of clustering c. The all experiments for the two time series include the two tasks. One is
that the quantification of the impact on the prediction accuracy of the proposed method being
brought by the number of clusters c which implies the level of granularity. The other is that the
predicted results are obtained by using our proposed method are compared with other prediction
methods.

Considering a given time series and a predefined value of c, we first divide the original time
series into the training set and the testing set. The training subset is used to develop HFCM
model and the testing subset is used to perform prediction. In the sequence, the experiments are
carried out by systematically sweeping through the values of the number of clusters c which start
with 3 and increment it until the value of 8 is reached. To assure high confidence in the produced
prediction results, for each of c, the experiments were repeated 50 times, the average root mean
squared error (RMSE) are reported whose goal is to evaluate prediction accuracy and compare
with other methods. Besides, the other one parameters of fuzzy c-means clustering algorithm
— fuzzification coefficient m is set into 2 for each of experiments. The standard version of
PSO algorithm is used to learn parameters of all candidate FCM models of the two time series.
Parameters of PSO algorithm used in all experiments is shown in Table 2.

Table 2: Parameters of PSO algorithm used in all experiments
Description Value

Population size 50
Acceleration constant ϕ1 2
Acceleration constant ϕ2 2

Inertial weight ζ 0.9
Initial positions Random number

maximum number of iterations 1000
minimum objection function value 105

5.2 Experimental results and analysis

There are two benchmark time series are applied to validate and analyze the proposed pre-
diction method. The first is the enrollment of university of Alabama during 1971–1992, which
includes 2 time series which includes 22 observations. The time series is often used by many
researchers [6]– [13]. The second time series involves the daily values of TAIEX from January 1,
2000 to December 30, 2000, which consists of 242 observations. The time series has been used
in the related literature [9, 15].
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In order to directly compare with other methods, for the first time series, its all observations
are taken as not only the training data for constructing FCM model but also the testing data
for validating prediction accuracy. Whereas for the second time series, data from 2000/1/4 to
2000/10/31 are used to construct FCM model and data from 2000/11/1 to 2000/12/30 are used
to perform prediction. In this case, the comprehensive tests that involve the two data sets are
carried out respectively according to the description in section 5.1, whose results are reported in
Fig.4, Fig.5, Fig.6, Table 3 and Table 4.

Figure 4: the plot of the average RMSE versus the number of clustering for the enrollment and
TAIEX time series.

Table 3: The comparison result for enrollment time series.
Method RMSE

Song’s time-invariant method [6] 677
Chen’s method [9] 663
Markov method [8] 638

Hwang’s method [10] 567
Huarng’s method [11] 489

Dan’s method [13] 438
Proposed method (c=5) 346

1) Experiments with respective to parameter c of proposed prediction method. Fig.4 represents
a plot of the average RMSE versus the number of clustering c. Several interesting conclusions
can be drawn when analyzing Fig.4. First, the prediction accuracy is highly sensitive to the
choice of the number of clusters. The value of average RMSE get lower dramatically with the
increasing number of clusters however the reduction of the average RMSE becomes less visible
when going beyond a certain number of clusters i.e. 5 or 6. In other words, the prediction
accuracy is not continuously increase with the increasing number of clusters. The significant
increase in the prediction accuracy happens when moving from very low values of clusters to
some higher values. The prediction accuracy changes unobviously with the change of clusters
number when the value of cluster number c greater than 5 or 6. For example, as to enrollment
time series, the average RMSE is 593.3 for c=3, whereas it is 356.9 for c=5 and 364.4 for c=8.
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Table 4: The comparison result for TAIEX time series.
Method RMSE

Chen’s method [9] 176
Yu’s method [23] 170

Huarng’s method [24] 139
Proposed method (c=6) 132

There is smaller difference in RMSE at the higher number of cluster just 7.5, but there is larger
difference in RMSE at the lower number of clusters reaching 236.4. For TAIEX time series, the
situation is also similar and optimal values of c are located at the value of 6. The change of the
average RMSE is slightly when the value of c over 6. The explanation for this is that when the
number of clusters is low, very few granules are generated which is not sufficient to capture the
character of time series and gives rise to the larger prediction error. But the number of clusters
is larger, the granules may be more minute, which drastically reduces their interpretability.

2) Comparison with other prediction methods based on fuzzy sets theory. Table 3 and Table
4 reports comparison with other methods based on fuzzy sets theory respectively. The results in
Table 3 show that the proposed prediction method with the best parameters (c=5) can obtain
the better accuracy for enrollment time series. The RMSE of the proposed methods can achieve
346, while the best result Dans method [13] scored 438. At the same time, results for the TAIEX
time series also show superiority of Huarngs method [24] . The raw time series and the selected
best predicted results for enrollment and TAIEX time series are illustrated in Fig.5 and Fig.6
respectively.
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Figure 5: The experimental results of using our proposal prediction method

6 Conclusions

In this paper, a time series prediction method based on fuzzy cognitive with information
granules was proposed. It includes two important components — fuzzy clustering algorithm and
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fuzzy cognitive maps. The former extracts information granules from original time series data
and then transform the original time series into the granular time series, while the latter is used
to describe these granular time series and perform prediction. Comprehensive experiments have
been carried out for two benchmark time series to validate feasibility and effectiveness of our
proposed method. The results of experiment show predicted accuracy is related to the number
of cluster. The proposed prediction method can obtain satisfying prediction accuracy in the case
of the sound number of cluster. Additional, our proposed prediction method can automatically
perform modeling and prediction of time series without more human intervention, its potential
advantage is capability of handling modeling and prediction of large-scale time series.
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Abstract: Evolutionary algorithms are population based meta-heuristics inspired
from natural survival of fittest phenomena. Despite their reasonable performance,
these algorithms suffer from some weaknesses including the need for finding the val-
ues of their parameters that affect their performance. A new algorithm is proposed
that divide the search space into equal sized partitions. Each partition is assigned with
two parameters that determine the intensification and diversification rates. The par-
titions will be intensified or diversified adaptively with regards to the corresponding
parameters. Traditional crossover and mutation operators are replaced with two new
parameter-free operators. The experiments conducted on a wide range of multi-modal
and epistatic problems showed the superiority of the proposed method in comparison
to other algorithms in literature.
Keywords: Genetic Algorithms,Adaptive Parameter Control, Crossover Rate, Mu-
tation Rate

1 Introduction

Evolutionary algorithm (EA) is a search meta-heuristics that improvise the quality of a set
of candidate solutions iteratively using variation and selection operators [8, 13,27].

Two major issues in the design of global search methods are intensification and diversifi-
cation [3]. The ability to visit different regions of the search space is generally referred to as
diversification. The ability to obtain high quality solutions within those locations is generally
referred to as intensification [3]. The balance between these two and the way it is conducted is
the main factor that differentiate these algorithms from each other [19]. EAs consist of different
components (operators), each with different role for intensification or diversification or both.
Usually, each operator in EAs come with some parameters that could be used to change the role
of that operator, and consequently the so called balance in the search. This way, the parameters
are found to have important effects on performance of the algorithms [9, 24,27].

The literature on parameter adjusting could be divided into two main approaches [23] as
follows. The first approach is known as parameter assignment, where values for the parameters
will be provided using different methodologies. Whereas, in the second approach, which will be
referred to as parameter-reduced, removal of the parameters is of interest.

Adaptive GA in a Partitioned Search Space (AGAPSS ) is a new EA that assign the param-
eters to portions of the search space. It divides the search space into a predefined number of
regions and tries to search the regions with carefully designed intensification and diversification
operators. Two parameters are assigned to each partition of the search space holding the inten-
sification and diversification rates. The probabilities for intensification or diversification of each

Copyright © 2006-2014 by CCC Publications



326 F. Nadi, A.T. Khader

region will be determined from the behaviour of the regions. The region’s behaviour is a func-
tion of overall fitness of the region and the number of visits from that region. The population
will be distributed among the regions depending on their behaviour. The designed operators
for intensification and diversification are working based on the probability vectors that holds the
probability of the alleles on each loci for each individual. The probability vectors will be updated
based on the changes in fitness of an individual. The AGAPSS iteratively evolves until it reaches
a stopping criteria. Algorithm 1 shows a pseudo code of the proposed method.

Algorithm 1 Pseudo code for the main loop of the proposed method.
1: while stopping criteria is not met do
2: for i = 0 to m //m is the number of regions in the search space See § 3.2 do

3: if U(0, 1) < Gi.µD then
4: //U(0, 1) returns a random generated number between [0, 1] based on the uniform distribution

5: Diversify(I1, I2) I1, I2 ∈ Gi

6: end if
7: if U(0, 1) < Gi.µI then
8: Intensify(I1) I1 ∈ Gi

9: end if
10: Update related regions informations //See sub-section 3.2

11: Update: Gi.F,Gi.V,Gi.IB, Gi.IW See § 3.2

12: Update: Gi.µD. See § 3.2

13: Update: Gi.µI . See § 3.2
14: end for

15: Adjust region population sizes. See § 3.2

16: end while

The remainder of this paper is organised as follows. Section 2 briefly looks into the background
and related works. Explanation of the proposed method will be introduced in section 3. How the
experiment has been conducted is mentioned in section 4. Experimental results will be reported
in section 5. Finally, the last section, that is section 6, will be the conclusion and future works.

2 Background

This section will briefly review the literature on the research focusing on parameters.

2.1 Parameter Calibration Approaches

Categorizing approaches that are dealing with parameters could be done in different ways [8].
To this end, the literature could be divided into two main branches [23], which are parameter
calibration methods and parameter-reduced methods.

In parameter calibration approaches, the parameters are actually within the algorithm and
different methodologies are used for determining their values. Whereas in parameter-reduced
approaches, the effort is towards removal of the parameters of the algorithms. The ideal form
would have no parameters within the algorithm.

Parameter Control

This category covers all of the approaches on which the optimal values for the parameters
will be provided by different methods. This covers those that try to find the optimal parameter
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values prior to the run, or the methods that are trying to find the values of the parameters during
the run.

REVAC [6], tries to find the parameters of a given EA by refining the possible parameter
vectors iteratively. Here, an Estimation of Distribution Algorithm (EDA) [25], is used for finding
the best parameter set for a given EA.

In an adaptive GA [20], a combination of static rules, inference engine of fuzzy logic controller
and feedback from the algorithm are used for determining the values of the parameters.

Frequency of the best individuals within the population, number of duplicate individuals,
and number of expected optimal values are used [4] for determining the parameter’s values.

In a self-adaptive method [28], each individual is extended with a part that holds the mutation
rate in itself. The global mutation rate will be calculated based on the individual mutation rate
and a global value. Similarly, in self-Adaptive GA (SAGA) [1], every individual is extended with
an extra bit (µ) holding the mutation rate. On each update, the new mutation rate (µ′) will be
derived based on the previous rate (µ).

Hybrid Self-adaptive GA (HSGA) [7], add an extra gene to the end of the chromosomes,
representing the size of tournament. In this method, the less fit individuals get less selection
pressure while fitter individuals get higher selection pressure.

Lobo in his Ph.D. thesis [18] addressed all of the parameters of the GA, either automatically
(population size) or rationally (selection rate and crossover rate) based on theoretical foundations.
An extension of this work [17] integrates local search with the previous work. It has been shown
that the use of local search for exploitation of the search space is beneficial.

Parameter-reduced Approaches

This approach covers all of those methods where even one parameter is removed from the
algorithm. Generally, in parameter-reduced GAs, the population and variation operators will be
replaced with probabilistic model representation and generation models [2, 21,26].

Compact GA (cGA) was proposed as a variation of GA where population is represented as a
probability distribution over the set of solutions [12]. It processes each gene independently while
it tries to create the same distribution like the previous population.

In a canonical GA referred to as SSRGA [32] crossover operator is removed from the algo-
rithm, and mutation is replaced with another customised operator. In this method, firstly, the
population will be divided into a set of sub-populations, secondly, a site-specific rate vector will
be calculated from each sub-populations, and finally each sub-population will be mutated using
its corresponding site-specific vector.

The extended version of the SSRGA, referred to as SSRGA-II [31], explores and exploits the
search space simultaneously using a different strategy used in SSRGA. The algorithms will select
top m individuals from the population and a position frequency matrix will be constructed based
on them. Each component of this matrix refers to the probability of occurrence of allele i in site
j. The probability for each site will be calculated proportionate to the fitness of the individuals.

3 Proposed Method

In the proposed method, the search space will be divided into regions. Each region is given
two probability rates, one for diversification and the other one for intensification. In the beginning
of the search, these probabilities will be initialised randomly. In other words, some of the regions
will have more chance for either diversification or intensification. However, these probabilities
will be updated as the search progresses. The probabilities of the regions change over time
depending on the behaviour of the regions, which in turn will be determined by a rank given
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to each region. The rank of each region is with regards to its overall fitness and the number of
visits that have been done from that region. Population of each region will also change over time,
though in the beginning of the search, the same number of individuals will be assigned to each
region. The rank of the region will also be used to determine the eligibility of a given region for
attracting more individuals. Regions will be prioritised based on their eligibility and individuals
will be assigned to regions proportional to their eligibility. Each individual is assigned with a
counterpart probability vector, which holds the probability of having allele 1 for each loci of a
given individual. The occurrence probabilities of the alleles will get updated depending on the
changes in the fitness and the number of changes in each individual.

The AGAPSS is mainly inspired from PGA [23] however, these two methods differ in some
aspects including the variation operators. Besides that, the AGAPSS is an adaptive method due
to utilization of parameter for intensification and diversification.

The remaining of this section is organized as follows. First, a formal definition of the concepts
that have been used in this research will be introduced in section 3.1. Details on dividing the
search space and management of the divisions will be explained in section 3.2.

3.1 Terminology

The formal definitions of the concepts used in the algorithm will be introduce in this section.
For an individual (I),

I = i1, ..., il | ik ∈ A, 1 ≤ k ≤ l,

where l is the length of individual, and A = {0, 1} is the alphabet of each locus.
There would be a probability vector (Z) for every individual,

∀ Ii ∃ Zi , 1 ≤ i ≤ N,

where N is the population size, and

Z = z1, ..., zl | zj ∈ [0, 1], 1 ≤ j ≤ l,

where zj holds the probability of 1 in jth locus of individual (I).
Depending on the number of changes (τ) that have occurred on a given individual, its re-

spective probability vector (Z) will get updated [23] using,

Ź = Z +R.

Where R ⊆ Z is defined as in Eq. 1 and Ź is the updated probability vector. Initially all of
the Z vectors will be initialized, in all of their loci, with 0.5. Each locus in Z vector will be
bounded between 0 and 1 This way, equal chance will be given to each loci for being either 0
or 1. As the search progresses, the Z vectors will get updated based on Eq. 1, which is with
regards to Table 1. According to Eq. 1 only those loci in Z vector will be updated that their
corresponding loci in individuals have been changed. The locations of the changed loci will be
determined using another vector, U , (see eq. 2) which will be constructed by applying logical
exclusive OR operator on a given individual before and after changes.

In Eq. 1, ϵ = 1 is the learning factor, f : I → R is assumed to be the objective function of a
maximization problem,

τ =
l∑

i=1

ui, U = u1, ..., ul|uj = ij ⊕ íj , 1 ≤ j ≤ l (2)

where ⊕ is bitwise exclusive OR operator.
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R = r1, ..., rl|1 ≤ j ≤ l, rj =


ϵ
τ · uj (f(I) > f(Í) ∧ ij = 0) ∨ (f(I) < f(Í) ∧ ij = 1)

− ϵ
τ · uj (f(I) < f(Í) ∧ ij = 0) ∨ (f(I) > f(Í) ∧ ij = 1)

0 otherwise
(1)

Table 1: Probability vector updates is based on the change in fitness prior and after the changes
on individual. Depending on the fitness, the probability vector will get positive or negative
credit.

Change in locus Fitness CreditFrom To
0 1 Improved +
0 1 Worsen -
1 0 Improved -
1 0 Worsen +

As an example, assuming the OneMax function as optimization problem on which the number
of ones within the individual will be the fitness. For an individual I = {1, 1, 0, 0, 1, 0, 0, 1}, the
fitness will be 4. Let assume this individual is changed to I ′ = {1, 1, 1, 1, 0, 0, 0, 1}, the new fitness
will be 5. Here the fitness improved after the changes. Accordingly, U = {0, 0, 1, 1, 1, 0, 0, 0} and
τ = 3. Consequently, R = {0, 0, 1/3, 1/3,−1/3, 0, 0, 0}. Therefore, if we assume before the
update Z = {0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5}, after the changes it will be updated to Z ′ =
{0.5, 0.5, 0.83, 0.83, 0.17, 0.5, 0.5, 0.5}.

3.2 Dividing the Search Space

Initially, the search space will be divided into a predefined number (m) of regions (G) with
the same size [16,18,22].

Representation

A set of loci in each individual will be reserved as indicators of regions [22]. It has to be
noted that no extra genes will be added to the individuals. Each individual in the population
will be member of a region, formally,

Ii ∈ Gj |1 ≤ i ≤ N, 0 ≤ j ≤ m− 1. (3)

where N is population size, and m is the number of regions in the population,

m = |A|x, x ≥ 1 (4)

where x is the number of loci in the individual that is needed to be reserved for the region
indicator, and |A| is the cardinality of loci.

Binary representation of the region index (i), in the first x loci of an individual, will be used
for indication of the members of the ith region (Gi). This way the search space could be divided
into equal sized partitions.

As an example, assume the case of dividing the search space into m = 4 regions. Referring to
equation 4, the number of loci needed to be reserved is log|A|m which in this case will be x = 2.
Consequently, values of the first two loci of each individual, will be set to either of 00, 01, 10, or11,
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that refers to the regions 0, 1, 2, and 3 respectively. A sample population of this example is
shown in Figure 1. Here, three individuals will be assigned to each region assuming N = 12.

Region I f F V δ γ PI PD rI rD χ N

G0
0 0 1 1 0 2

1.67 3 H H 3 1 4 3 1 20 0 0 1 1 2
0 0 0 0 1 1

G1
0 1 0 0 1 2

3 3 H H 3 1 2 1 3 30 1 1 0 1 3
0 1 1 1 1 4

G2
1 0 0 1 1 3

2.33 3 H H 3 1 3 2 2 31 0 0 1 0 2
1 0 1 0 0 2

G3
1 1 0 0 0 2

2.67 3 H H 1 2 1 4 4 41 1 1 1 0 4
1 1 0 0 0 2

Figure 1: The very first locus on each individual (highlighted in bold) will be used to indicate
the regions. The onemax function is assumed as optimization problem in this example.

Region Parameters

As mentioned earlier, each region is assigned with two rates, one for intensification (µD) and
the other for diversification (µI). In the beginning of the search, these probabilities will be set
randomly for all of the regions. However, these rates change adaptively over time (iteration),
depending on the ranks of the regions. The diversification rate will be adjusted using,

µ́D(i) = µD(i) + 0.1(rD(i)− ŕD(i)), (5)

where, ŕD(i) and rD(i) are diversification ranks of region Gi at previous and current iterations
respectively. On the other side, changes in intensification rates will be based on,

µ́I(i) = µI(i) + 0.1(rI(i)− ŕI(i)), (6)

where ŕI(i) and rI(i) are intensification ranks of region Gi at previous and current iterations
respectively. In both of the cases, the rates are bounded between 0.1 and 0.9 to prevent either
neglect or over looking into a region.

For example, assuming that in the beginning of the search, the diversification rank (rD(1))
for the first region is 3, and diversification rate (µ′

D(1)) is 0.10. Also assume that in the sub-
sequent generation, the diversification rank (rD(1)) will be changed to 2. Based on Eq. (5) the
diversification rate for the first region will change to 0.20.

Rank of the Regions

As mentioned, the regions’ parameters will be updated based on the ranks of the regions.
The rank of the regions will be determined with regards to the priority and the fitness of the
regions.

The priorities of the regions will be determined based on the fitness of the regions and the
number of visits that have been done from them. To this end, two behavioural statuses will be
given to any given region, one for fitness and the other for the number of visits from a region.

If the fitness value of a given region (See Eq. (7)) was larger than mid-range value on that
region, its status will be considered as high (H), otherwise it will be determined as not high (H).

γ(i) =

{
H Gi.F > f(Gi.IB)+f(Gi.IW )

2

H otherwise.
(7)
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The number of visits from a given region (see Eq. 8), will be determined as high (H) if the
mid-range value of the number of visits among all of the regions is lower than the number of the
visit from the given region.

δ(i) =

 H Gi.V >
argmax Gi.V

0≤i≤m−1
+argmin Gi.V

0≤i≤m−1

2

H otherwise
. (8)

As the first step, priorities of the regions will be retrieved using Eq. (11) or Eq. (12) for
diversification or intensification respectively. A region with a low fitness and a relatively high
number of visits would get the lowest priority (lowest value in Eq. (11)) for either diversification
or intensification. It is because that the expectation of finding a good solution within that region
is low. This way, lower attention will be on this kind of regions.

In the next step, ranks of the regions (rD(i) or rI(i)) will be determined. A list will be
constructed where the regions are sorted first based on their priorities and then their fitnesses.
The row index of each region in the sorted list will be returned as the ranks for the regions. In
other words,

rD(i) > rD(j) ⇔ (pD(i) > pD(j))

∨(pD(i) = pD(j) ∧ Gi.F > Gj .F )

| 0 ≤ i, j ≤ m− 1.

(9)

rI(i) > rI(j) ⇔ (pI(i) > pI(j))

∨(pI(i) = pI(j) ∧ Gi.F > Gj .F )

| 0 ≤ i, j ≤ m− 1.

(10)

where in both Eq. 9 and Eq. 10, ∨ is logical OR operator, and ∧ is logical AND operator.

pD(i) =


2 (γ(i) = H) ∧ (δ(i) = H)

3 (γ(i) = H) ∧ (δ(i) = H)

1 (γ(i) = H) ∧ (δ(i) = H)

4 (γ(i) = H) ∧ (δ(i) = H)

(11)

pI(i) =


3 (γ(i) = H) ∧ (δ(i) = H)

4 (γ(i) = H) ∧ (δ(i) = H)

1 (γ(i) = H) ∧ (δ(i) = H)

2 (γ(i) = H) ∧ (δ(i) = H)

(12)

As another example, the overall fitness (F ) of the regions of the example population, and the
number of visits from each population are also reported in Figure 1 on page 330. Consequently,
δ, and γ are calculated for all of the regions. Using the required information, the diversification
and intensification priorities and also the ranks for the regions (according to Eq. (8) and Eq. (7))
are also calculated and shown in Figure 1.

Region Population

As mentioned earlier, each region will be instantiated with the same number of individuals.
However, during the progress of the search, the number of individuals within each region varies.
It has to be noted that the population size is fixed and it is the membership of individuals that
changes.
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The population of regions changes with proportion to the diversification rank of the regions.
The lower is the diversification rank of a given region, the higher is the eligibility (χ) of that
region for attracting new individuals. Formally,

χi = m− rD(i) + 1. (13)

In each iteration of the run, the new population size of each region will be calculated using,

Gi.N = Gi.Nmin +

⌊
χi∑

1≤i≤m χi
Gi.Nmax

⌋
,

where Nmax = N −Nmin(m− 1).
The extra individuals of each region will be distributed among the other regions with pro-

portionate to their eligibility.
The eligibility rank and population size of the regions for the sample population in the

previous example are shown in Figure 1.

4 Experimental setup

Three different test functions are chosen from two different family of problems. Selection of
the compared algorithms was based on their relevance to the proposed method. The test functions
are the same as those that have been used by the chosen algorithms for comparison [1,23,30–32].
This facilitate, the comparison of the results with other methods in literature.

To come up with a fair experiment, the algorithms are tuned as it was reported in literature,
which is reported in Table 2.

Table 2: Attributes of the comparing algorithms
Feature epistatic multimodal MPG
Population model steady state
Parent selection Tournament selection
Survival selection delete oldest
Selection pressure 8 8 100
Population size 50 50 100
Max. no. of generations 500 100 10000
Chromosome length based on the epistasis level 30 100
Number of regions (m) 8
Region population size 8

The performance of each algorithm is measured over 50 independent runs for each of the
problems. The average (avg.) of the best results are derived for all of the experiments. However,
standard deviation (stdev.) of the results are reported when the compared methods have reported
them. Best average is highlighted in bold, while the lowest standard deviation is underlined in
each case.

The following will be the explanation on the utilized test problems for the course of experi-
ments.

4.1 MAX-SAT problems

MAX-SAT is a generalized version of satisfiability (SAT) decision problem that belongs to
the family of NP-hard optimization problems.

The problem in SAT is to find if there exists any assignment for the variables that satisfies
the following formula, which is in Conjunctive Normal From (CNF),C1∧C2∧ . . .∧Cn.. However,
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in MAX-SAT the problem is to find an assignment which maximises the number of satisfied
clauses [5, 10, 11].

Multi-modal boolean satisfiability and epistatic problems are the two classes of benchmarks
used in the comparisons. These problems will be constructed based on the MAX-SAT problems.
Degree of multi-modality in a problems could be defined as a measure of difficulty of the problem.
In these problems, the number of false peaks grow with the number of modality. While, the
degree of epistasis of a problem expresses the relationship between the genes in a chromosome.
Dependency of a large number of alleles at other loci is a sign of high epistasis in a system [29].
The degree of epistasis has direct relation with difficulty level of the problem.

The compared algorithms are canonical GA (CGA) [32] with a randomly chosen constant
mutation rate, SSRGA [32], self-adaptive (SAGA) [1], adaptive (AGA) [30] parameter control
methods, Compact GA (cGA) [12] and a proposed method, [23] which will be referred to as
PGACMCO.

Epistatic problems

Spears [29] has introduced a method for the creation of epistatic problems using the boolean
expressions. His proposed method could be tuned for different levels of epistasis. The method is
based on conversion of the Hamiltonian Circuit (HC) problems into equivalent SAT expressions.
In a directed HC problem, the aim is to find if a given graph has a Hamiltonian cycle. By
definitions, a Hamiltonian cycle is a cycle in a graph that meet all of the vertex exactly once.
The definition of HC constrains the nodes of feasible solutions to have only one input edge and one
output edge. As such, any tour that does not satisfies this constraint cannot be a solution [14].

MAX-SAT Multi-modal problems

The multi-modal problems used for the course of experiment are created using a mechanism
proposed by Spears [29].

A uni-modal problem of length 30 could be created as follows,

1Peak ≡ (x1 ∧ x2 ∧ . . . ∧ x30).

Using the above uni-modal problem, a bimodal problem will be,

2Peak ≡ 1Peak ∨ (x1 ∧ x̄1 ∧ x̄2 ∧ . . . ∧ x̄30).

For the course of this experiments, multi-modal problems up to 5 peaks have been used.

4.2 Multi-modal Problem Generator

Multi-modal Problem Generator (MPG) is another benchmark, proposed by Spears [15, 29].
The benchmark has the ability to create problems with multiple peaks where the number of
peaks defines level of problem difficulty. For all of the peaks we have used, the heights are
linearly distributed and lowest height is 0.5. Fitness value of a given individual will be calculated
according to the Hamming Distance (HD) between the individual and the nearest peak [33].

The compared algorithms are Compact GA (cGA), [12] the PGA , [23] GASAT [9], GAHSAT
[9], hand-tuned [9], meta-GA [6] and REVAC [6]. It has to be noted that the hand-tuned
algorithm here is a canonical GA on which the values of the parameters are carefully tuned.
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5 Results and discussion

The Mean of Best Fitness (MBF) [8] for all of the algorithms are reported. The MBFs of the
MPG function reported in Table 3 show that the AGAPSS has obtained better performance in
all of the instances of this function in comparison to the other compared methods.

Table 3: Comparison of the AGAPSS with compared methods over MPG benchmark in [6, 7]
Peaks AGAPSS GASAT GAHSAT GA meta-GA REVAC cGA PGA SSRGA-II

1 1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.959
2 1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.958
5 1 1.0 1.0 1.0 0.988 1.0 1.0 1.0 0.962
10 1 0.9956 0.9939 0.9961 0.993 0.996 0.9989 0.9994 0.960

25 0.9992 0.9893 0.9879 0.9885 0.994 0.991 0.9863 0.9933 0.963

50 0.9988 0.9897 0.9891 0.9876 0.994 0.995 0.9794 0.9896 0.962

100 0.9976 0.9853 0.9847 0.9853 0.983 0.989 0.9847 0.9909 0.965

250 0.9969 0.9867 0.9850 0.9847 0.992 0.966 0.9739 0.9879 0.969

500 0.9949 0.9834 0.9876 0.9865 0.989 0.970 0.9673 0.9885 0.967

1000 0.9935 0.9838 0.9862 0.9891 0.987 0.985 0.9649 0.9884 0.959

The results of the MAX-SAT epistatic problem are reported in Table 4. The rustles are very
comparable with the results of the cGA even though the AGAPSS has obtained higher MBFs in
five instances of the epistasis problems.

Table 4: Comparison of the AGAPSS with benchmark methods [23, 32] over epistatic problem
with different levels of epistasis

Deg. of epistasis N=6 N=11 N=16 N=21 N=26 N=31 N=36 N=41
AGAPSS avg. 0.986 0.986 0.982 0.965 0.946 0.926 0.91 0.896

stdev. 0.014 0.003 0.005 0.008 0.011 0.0081 0.011 0.012
PGA avg. 0.991 0.990 0.994 0.967 0.909 0.869 0.842 0.827

stdev. 0.019 0.004 0.001 0.005 0.007 0.007 0.006 0.006
SSRGA-II avg. 0.953 0.926 0.885 0.858 0.839 0.823 0.811 0.805

stdev. 0.013 0.007 0.013 0.014 0.01 0.007 0.007 0.007
AGA avg. 1 0.96 0.922 0.888 0.865 0.847 0.836 0.826

stdev. 0 0.007 0.008 0.007 0.006 0.005 0.004 0.004
SAGA avg. 0.980 0.943 0.904 0.873 0.853 0.837 0.827 0.817

stdev. 0.019 0.007 0.01 0.006 0.007 0.005 0.004 0.004
CGA avg. 0.989 0.948 0.906 0.876 0.856 0.840 0.827 0.819

stdev. 0.017 0.011 0.009 0.007 0.008 0.005 0.005 0.004
Compact avg. 0.985 0.983 0.983 0.979 0.945 0.926 0.909 0.894

GA stdev. 0.014 0.002 0.002 0.003 0.005 0.006 0.006 0.005

The results of the MAX-SAT multi-modal problem are reported in Table 5. In this benchmark
the AGAPSS has performed better in four out of the six algorithms. However, the results of the
AGAPSS and the PGA are comparable for all the instances. It has to be noted that this test
function as like the MPG function is a multi-modal problem. However, the obtained results of
the AGAPSS was far different from what that have been obtained over MPG function.

The statistical test reported in table 6 allow systematic comparison of the AGAPSS with
the other compared methods. The proposed method is compared pairwise with other compared
methods and the results of the statistical are reported for each pair.

The statistical tests confirms that the results of the AGAPSS have been significantly different
from all of the other compared methods over MPG test function. According to the obtained ranks
of the AGAPSS it could be inferred that the proposed methods has obtained significantly better
results in comparison to the other compared methods over this test function.

Considering the obtained rankings and the p-values, the statistical tests confirms the su-
periority of the proposed method over epistasis test function in four out of the six compared
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algorithms. Although the AGAPSS has performed better than the PGA and cGA, regarding to
the obtained ranks (R−), however the statistical difference between them was not significant.

The statistical results have confirmed significant difference in favour of the proposed method
for five out of six compared algorithm over MAX-SAT multi modal problem. However, the
proposed algorithm has performed significantly worse than the PGA method. It would be more
interesting to note that two different results have been obtained for the same family of problems.
Both of the MAX-SAT multi-modal and MPG functions are multi-modal functions. While the
proposed method has performed significantly better than the PGA over MPG method, it has
performed worst over MAT-SAT multi-modal problem.

The main difference between the MPG and MAX-SAT multi-modal function is that the
MPG function is ran for 10000 fitness calls, while the MAX-SAT problem stopped after 100
fitness calls. It suggest that the AGAPSS might be able to outperform the PGA over higher
number of iterations. In order to check the validity of the aforementioned hypothesis, a new
experiment has been conducted. Both of the PGA and AGAPSS methods have been ran over
MAX-SAT multi-modal problem while the maximum number of fitness calls was set to 10000.
Figure 2 depicts the progress of improvement in fitness as the search progress over different
instances of MAX-SAT multi-modal function.

Figure 2: Comparison of the progress in the performance of the AGAPSS and PGA over the
MAX-SAT multi-modal function in.
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As it could be seen in all of the instances of the compared algorithms, the AGAPSS have been
able to obtain better results in comparison with the PGA method. However, the AGAPSS has
obtained the better performance after some iterations. In other words, the performance of the
PGA method was better in the early stages of the run. The statistical analyses, on the results of
the last four instances of the MAX-SAT multi-modal function, confirmed that the AGAPSS has
performed significantly better than the PGA . The performance of the AGAPSS has also been
significantly better than PGA in longer iterations over the epistasis problems.

As a result it has been shown that the assignment of the parameters to the parts of the search
space could be beneficial. However, it take some generations, in the early stages of the run, for
the AGAPSS to conduct the proper balance between the partitions of the search space.

In other words, it takes time for the proposed method to find the promising partition and
focus on it. This time would slow down the algorithm from finding the promising area in the
search space, however, the accuracy of the proposed method in comparison to the other methods
has shown that the proposed method is able in finding significantly better solutions.

Table 5: The AGAPSS in comparison to some of the relevent methods from literature over
multi-modal MAX-SAT problem with different levels of multi-modality.

Modality p = 1 p = 2 p = 3 p = 4 p = 5

AGAPSS avg. 0.936 0.9155 0.9015 0.8996 0.9117
stdev. 0.023 0.033 0.031 0.031 0.037

PGA avg. 0.999 0.976 0.970 0.964 0.961
stdev. 0.007 0.023 0.025 0.029 0.026

SSRGA-II avg. 0.871 0.835 0.842 0.835 0.846
stdev. 0.030 0.040 0.034 0.034 0.029

AGA avg. 0.874 0.870 0.866 0.868 0.876
stdev. 0.022 0.029 0.026 0.022 0.025

SAGA avg. 0.827 0.842 0.840 0.853 0.846
stdev. 0.029 0.029 0.022 0.027 0.024

CGA avg. 0.834 0.843 0.848 0.850 0.842
stdev. 0.029 0.029 0.022 0.027 0.024

cGA avg. 0.8360 0.7642 0.7909 0.7729 0.7794
stdev. 0.0386 0.0274 0.0347 0.0292 0.0280

6 Conclusions and future works

A new adaptive algorithm is proposed that divides the search space into predefined number
of regions. Different search strategies will be applied on different regions based on ranks that are
given to each region based on their behaviour. The behaviour of a regions will be determined in
relation to the overall fitness of the regions and the number of visits that have been done from
them.

The proposed method has been examined using different instances of three benchmark prob-
lems: MAX-SAT multi-modal problems, MAX-SAT epistatic problems, and MPG problems.

The performance of the proposed method shown to be superior over the MPG in compar-
ison to all of the compared methods. However, the results are negotiable with the MAX-SAT
multi-modal test function. The proposed method shown to be able to perform better than the
PGA when the maximum number of fitness calls increased. Ignoring the first instance of this
benchmark, the statistical analysis shown significant difference The results over the epistasis
problem has also shown that the AGAPSS was significantly better in compare to the most of
the compared methods. Overall, based on the results of the benchmarks, the performance of the
proposed method is superior compared to the compared algorithms.
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Table 6: The Wilcoxon signed-rank test between the AGAPSS and other algorithms. p-values
below 0.05 are shown in bold.

AGAPSS vs. multi-modal epistatic MPG

PGA

R− 0 26 53.5
R+ 15 10 1.5
p-value 0.043∗ 0.263∗∗ 0.012

SSRGA-II

R− 15 36 55
R+ 0 0 0
p-value 0.043 0.012 0.005

AGA

R− 15 35
R+ 0 1
p-value 0.043 0.017

SAGA

R− 15 36
R+ 0 0
p-value 0.043 0.012

Hand-tuned

R− 15 35 52
R+ 0 1 3
p-value 0.043 0.017 0.018

Compact GA
(cGA)

R− 15 25 52
R+ 0 11 3
p-value 0.043 0.327∗∗ 0.018

GASAT

R− 52
R+ 3
p-value 0.018

GAHSAT

R− 52
R+ 3
p-value 0.018

meta-GA

R− 53.5
R+ 1.5
p-value 0.012

REVAC

R− 52
R+ 3
p-value 0.018

** : No significant difference between the AGAPSS and the compared

algorithm.

* : Significant difference between the AGAPSS and the compared

algorithm in favour of the compared algorithm.
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Abstract: The vehicle routing problem (VRP) is a well-known NP-Hard problem
in operation research which has drawn enormous interest from many researchers dur-
ing the last decades because of its vital role in planning of distribution systems and
logistics. This article presents a modified version of the elite ant system (EAS) algo-
rithm called HEAS for solving the VRP. The new version mixed with insert and swap
algorithms utilizes an effective criterion for escaping from the local optimum points.
In contrast to the classical EAS, the proposed algorithm uses only a global updating
which will increase pheromone on the edges of the best (i.e. the shortest) route and
will at the same time decrease the amount of pheromone on the edges of the worst
(i.e. the longest) route. The proposed algorithm was tested using fourteen instances
available from the literature and their results were compared with other well-known
meta-heuristic algorithms. Results show that the suggested approach is quite effective
as it provides solutions which are competitive with the best known algorithms in the
literature.
Keywords: Vehicle Routing Problem (VRP), elite ant system, , global and local
updating, NP-hard problems.

1 Introduction

The vehicle routing problem (VRP) is one of the most important combinational optimization
problems that was first defined by Dantzig and Ramser more than 50 years ago [1]. The VRP
involves designing a set of vehicle routes each of which starts and ends at a depot. These routes
are used for a fleet of vehicles which provide services for a set of customers with known demands.
Each customer is visited by exactly one vehicle only once and the total demand of a route does
not exceed the capacity of the vehicle type assigned to it. The objective is to minimize the total
distance traveled by all the vehicles. To make VRP models more realistic and applicable, there
are various forms of the VRP obtained by adding constraints to the basic model. Examples of
such extensions are VRP with pickup and delivery (if the vehicles need to pick up and delivery)
[2], VRP with time windows (if the services have time constraint) [3], heterogeneous fleet OVRP
(if the capacity of vehicles in OVRP are different) [4], VRP with backhauls (if the customers
with delivery demand have to be visited before by the customers with a pickup demand) [5] and
generalized VRP (if the customers are partitioned into clusters with given demands such that
exactly one customer from each cluster should be visited) [6].
The VRP solution methods fall into three main categories: exact methods, heuristic and meta-
heuristic algorithms. Exact approaches for solving the VRP are successfully used only for rela-
tively small problem sizes but they can guarantee optimality based on different techniques. These
techniques use algorithms that generate both a lower and an upper bound on the true minimum
value of the problem instance. If the upper and lower bound coincide, a proof of optimality is
achieved. Branch-and-bound [7] and branch-and-cut [8] are two of exact methods which have

Copyright © 2006-2014 by CCC Publications



An Efficient Solution for the VRP by Using a Hybrid Elite Ant System 341

been proposed for VRP by researchers.
Since this problem is known to be NP-hard (Non-deterministic Polynomial-time Hard) problem
[1], exact algorithms are not often suitable for real instances because of the computational time
required to obtain an optimal solution. Therefore, in the past forty years, researchers have devel-
oped the heuristic algorithms using a permissible solution instead of the optimal solution. There
are many celebrated algorithms in this class such as savings heuristic of Clarke and Wright [9]
that gains a single route instead of two routes according to the savings obtained by this merger.
The sweep algorithm is another famous construction heuristic that is proposed by Gillett and
Miller [10].
A new kind of algorithm which basically tries to combine basic heuristic methods in higher level
frameworks aimed at efficiently exploring a search space is meta-heuristics. Since the meta-
heuristic approaches are very efficient for escaping from local optimum, they are one of the best
group algorithms for solving combinatorial optimization problems. Some of the most popular
metaheuristics applied to the VRP are simulated annealing (SA) [11], genetic algorithm (GA)
[12], tabu search (TS) [11], Computational Intelligence Approach [13], large neighborhood search
[3], ant colony optimization (ACO) [14], hybrid ant colony optimization [15] and particle swarm
optimization [16].
The VRP is intrinsically a multiple objective optimization problem (MOP) in nature that has
received much attention because of its practical application in industrial and service problems
[17]. On the other hand, there are few research studies which have used the ACO in order to
solve VRP. Furthermore, the elite ant system (EAS) is one of the most important and powerful
versions of ACO that nowadays is applied on a lot of combinatorial optimization problems [18].
Therefore, this paper proposes a hybrid EAS (HEAS) mixed with insert and swap algorithms for
solving the VRP.
The remaining parts of the paper are organized as follows. Section 2 describes the EAS, and
the proposed algorithm. Section 3 describes computational experiments carried out to investi-
gate the performance of the proposed algorithm. Finally, section 4 presents the results of the
conclusions and future works.

2 Our Algorithm

In this section, first, the EAS are presented and then the proposed algorithm will be analyzed
in more detail.

2.1 Elite Ant System

The first modification to ant system (AS) which was conducted by Dorigo and his colleagues
in 1996 was using elite strategy in EAS [19]. The decision for choosing the unvisited Ni node by
ant k located in node i is made based on formula (1) where τij indicates the amount of pheromone
on (i, j) edge while ηij shows inverse distance between i and j. However, both are powered by α
and β which can be changed by the user. Therefore, their relative importance can be altered.

P k
ij =


τij

αηij
β∑

j∈Ni

τijαηijβ
if j ∈ Ni

0 if j /∈ Ni

(1)

In the EAS, in addition to depositing pheromone on all local edges, in each iteration pheromone
is released on the edges of the best path. Imagine T gb is the best path gained after the al-
gorithm is completed, Tk is total length of edges traversed by ant k and ρ is the rate of the
pheromone evaporation in order to prevent rapid convergence of ants to a sub-optimal path.
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While pheromone is being updated, the edges marched by the ant which have constructed the
T gb path absorb an additional amount of pheromone which is equal to e/Lgb(t). The formula for
pheromone updating can be written in (2). In this way, the edges of the shortest path up to the
current iteration become more attractive and are updated based on the value of the best Lgb(t)
tour. As it is shown, 1/Lk(t) is the formula for the local trail updating. While traversing between
nodes i and j, ants release pheromone on the respective edge which is equal to the inverse of the
cost of the tour Lk(t) taken by ants.

τij(t+ 1) = (1− ρ).τij(t) +
m∑
k=1

1/Lk(t) + e/Lgb(t) (2)

2.2 The Proposed Algorithm

In EAS, local pheromone release is not a good guide for finding the best route because there
might be some edges which belong to no best route in none of the iterations but pheromone is
still deposited on them in each iteration. Therefore, local pheromone release must be abandoned
so that the ants resort to global pheromone release in finding new solutions. This attracts the
attention of ants to the edges which belong to the best route ever found. Furthermore, the
accuracy of solutions in EAS is low at the beginning but it increases with the iterations of
the algorithm and pheromone release. Therefore, constant e coefficient cannot be a suitable
formula for encouraging the best path found ever because it is not important when and with
what accuracy the best solution was found. To improve the mentioned shortcomings, the HEAS
has made some changes to the EAS as follows:

Route Construction

In the original EAS, an ant, say k, moves from the present node i to the next node j according
to the state transition rule given by formula (3). Here we define µij as the savings of combining
two nodes on one tour as opposed to serving them on two different tours. The savings of
combining any two customers i and j are computed as µij = di0+ d0j − dij where dij denotes the
distance between nodes i and j, and node 0 is the depot. Furthermore, λ like α and β is control
parameter.

P k
ij =


τij

αηij
βµλ

ij∑
j∈Ni

τijαηijβµλ
ij

if j ∈ Ni

0 if j /∈ Ni

(3)

Pheromone Updating

In EAS, the pheromone of all edges belonging to the routes obtained by ants will be updated.
The pheromone updating includes local and global updating rules. The pheromone updating
formula was meant to simulate the change in the amount of pheromone due to both the addition
of new pheromone deposited by ants on the visited edges and the pheromone evaporation. In
HEAS, not only does the pheromone release increases pheromone on the edges of the best solution
in each iteration but also the pheromone release reduction is used in order to distract ants from
the edges of the worst solution. The idea of the elitist strategy in the context of the HEAS is to
give extra emphasis to the best and the worst paths found so far after every iteration. The value
of coefficient e in pheromone increase and pheromone decrease which is shown as -e is a function.
It was found out that using polynomial k2 can generate better solutions for the algorithm. In
k2, k is an integer number whose value is 1 at the beginning and increases one unit. Moreover,
this polynomial is considered an appropriate function since it is not only an ascending function
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but also has variable slope as well. In other words, the function increases and the best routes
are encouraged and strengthened compared with the previous paths. It should be noted that the
low value of the function at the beginning causes the pheromone released on the best route to
have less impact on the route selection in the following iterations and ants demonstrate a kind
of forgetting in their search. In other words, this helps the ants to forget the weak solutions
found at the start of the algorithm. However, as the algorithm is iterated and the accuracy of
the solutions increases, the value of the polynomial rises rapidly and the edges belonging to the
best solution absorb more pheromone and the edges of the worst solution lose more pheromone.
Finally, in order to prevent the edges of the worst solution from gaining a negative value, a
minimum value which is equal to the half of the initial pheromone is considered for the edges so
that when the amount of pheromone on the edges falls below this minimum, it is replaced with
the minimum value.

Local Search

A local search approach starts with an initial solution and searches within neighborhoods for
better solutions. Abundant literature on ACO indicates that a promising approach for obtaining
high-quality solutions can only be obtained through coupling ACO with a local search algorithm.
Therefore, in the HEAS, after the ants have constructed their solutions and before the pheromone
is locally updated, each ant’s solution is improved by applying a local search. Because local search
is a time-consuming procedure, only a local search is applied to the iteration’s best solution.
The idea here is that better solutions may have better chance to find a global optimum. In
the proposed algorithm, at first a local search based on insert move and then the swap move is
applied to the ant. In insert algorithm a customer is moved to another route. However, in swap
algorithm a customer in a certain route is swapped with another customer from a different route.
It should be noted that the new solution will be accepted only if first, VRP constraints are not
violated especially about each vehicle’s capacity and second, a novel solution will gain a better
value for a problem than the previous solution.

3 Results

The HEAS was coded in Matlab 7. All the experiments were implemented on a PC with
Pentium 4 at 2.4GHZ and 2GB RAM and Windows XP Home Basic Operating system. Because
the proposed HEAS approach is a meta-heuristic algorithm, the results are reported for ten
independent runs and in each run the algorithm was iterated n times. Furthermore, the pack of
optional parameters obtained through several tests is α = 1, β = 4, λ = 3, ρ = 0.2.
The performance of the proposed algorithm was tested on a set of 14 benchmark instances
designed by Christofides et al. which have been widely used as benchmarks in order to compare
the ability of proposed HEAS to the results of six meta-heuristic algorithms including SA and
TS [11], genetic algorithm (GA) [12], scatter search algorithm combined by ACO (SS-ACO)
[14], particle swarm intelligent (PSO) [16] and genetic algorithm combined with particle swarm
intelligent (GAPSO) [20]. The information of the 14 instances is shown in Table 1. In this table,
n, m, HEAS, mHEAS, BKS, and PD are the number of customers, the number of vehicles of
best known solution (BKS), the best solutions found by HEAS algorithm, the used vehicles of
HEAS, the best known solution, and the percentage deviation of HEAS compared to the best
know solutions (BKSs) respectively. The PD is computed by formula (4) where c(s∗∗) is the best
solution found by our algorithm for a given instance, and c(s∗) is the overall BKS for the same
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instance on the Web. A zero PD indicates that the BKS is found by the algorithm.

PD =
c(s∗)− c(s∗∗)

c(s∗)
× 100 (4)

Table 1: Computational results for standard VRP problems
Instance n m SA TS GA SS-ACO PSO GAPSO HEAS mHEAS PD BKS

C1 50 5 528 524 524.61 524.61 524.61 524.61 524.61 5 0 524.61
C2 75 10 838 844 849.77 835.26 844.42 835.26 847.14 10 -1.42 835.26
C3 100 8 829 835 840.72 830.14 829.40 826.14 712.36 8 13.77 826.14
C4 150 12 1058 1052 1055.85 1038.20 1048.89 1028.42 1066.89 12 -3.74 1028.42
C5 199 17 1376 1354 1378.73 1307.18 1323.89 1294.21 1311.35 17 -1.54 1291.45
C6 50 6 555 555 560.29 559.12 555.43 555.43 555.43 6 0 555.43
C7 75 11 909 913 914.13 912.68 917.68 909.68 909.68 11 0 909.68
C8 100 9 866 866 872.82 869.34 867.01 865.94 865.94 9 0 865.94
C9 150 14 1164 1188 1193.05 1179.4 1181.14 1163.41 1162.89 14 -0.03 1162.55
C10 199 18 1418 1422 1483.06 1410.26 1428.46 1397.51 1404.75 18 -0.64 1395.85
C11 120 7 1176 1042 1060.24 1044.12 1051.87 1042.11 1042.11 7 0 1042.11
C12 100 10 826 819 877.8 824.31 819.56 819.56 840.64 10 -2.57 819.56
C13 120 11 1545 1547 1562.25 1556.52 1546.20 1544.57 1545.93 11 -0.31 1541.14
C14 100 11 890 866 872.34 870.26 866.37 866.37 866.37 11 0 866.37

As can be seen from this table, the proposed algorithm finds the optimal solution for 6 out of 14
problems that are published in the literature. The results indicate that HEAS is a competitive
approach compared to the BKSs. Furthermore, one new best known solution of the benchmark
problem including C3 is also improved by the proposed method. For instances C4 and C12, the
gap is about as high as 3%. However, in most of the instances, the proposed algorithm finds
nearly the BKSs and for overall the average difference is 0.25%.
As the results in table 1 indicate, the GA has not been able to find the best solutions in thirteen
of the fourteen examples. Therefore, it is considered to be the weakest algorithm among the
seven presented algorithms. However, SS-ACO has been able to find better solutions than the
GA and has come up with the best solutions in 12 examples. Among remaining 5 algorithms, in
11 examples SA has not been almost capable of finding the BKS. PSO has failed in improving
the solutions in 10 examples and has come up with solutions similar to the ones found by SA.
Hence, it can be concluded that TS is more efficient than GA, SS-ACO, PSO and SA in finding
better solutions. From the comparison between GAPSO and HEAS, it can be seen that GAPSO
in four examples has been able to find solutions with a gap of less than 1 percent. Despite being
able to find the best solution ever found for ten examples, it has failed to achieve these results in
the remaining four examples. However, HEAS has found better solutions than GAPSO for the
two examples.
A simple criterion to measure the efficiency and the quality of an algorithm is to compute the

average of solutions on specific benchmark instances. In figure 1, the average of each algorithm’s
solution is reported. From this table we conclude that the HEAS method has the best average
with 975.44 and has been able to escape local optimum points. The algorithms in terms of their
performance from the worst to the best can be listed as: GA, SA, TS, PSO, SS-ACO, GAPSO
and HEAS. In addition, in order to demonstrate the efficiency of the proposed algorithm, two
of the solutions found for the examples in table 1 are presented in Figure 2. It should be noted
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Figure 1: Comparison of mean for 14 instances between meta-heuristic algorithms in Table 1

that in 1 out of 2 examples presented in this figure, the HEAS has been able to improve the best
solution ever found.

Figure 2: Some of the Solutions to the VRP Found by the proposed algorithm

4 Conclusion and Future Works

In this paper, a modified version of EAS which employs several effective modifications was
presented. The modifications improved the performance of the classic EAS algorithm in es-
caping from local optimum points and finding better solutions in comparison with the other
metaheuristic algorithms. It seems that combining the proposed algorithm with other meta-
heuristic algorithms like tabu search and making use of strong local algorithms like lin-kernigan
algorithm can bring better results for the HEAS. Furthermore, HEAS can be used for other
versions of VRP like OVRP and heterogeneous fixed fleet OVRP. Future projects will focus on
working on such ideas and making them operational.
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Abstract: In this study, we focus on the trajectory tracking control problem of
a wheeled mobile robot (WMR) in an uncertain dynamic environment. Concerning
the fact that the upper boundary may be usually achieved in prior according to the
physical properties of the terrain, this crucial message is utilized to construct the
controllers. Firstly, a dynamic model for WMR including the rolling resistance is
presented, whose state variables are longitudinal and rotational velocities, as well as
the rotational angle of the mobile platform. Secondly, with the aid of backstepping
technique, the robust controllers based on the upper boundary are proposed and the
globally asymptotic stability of the closed-loop system is proven by the Lyapunov
theory in the following. Lastly, a saturation function is applied to replace the signum
function, by which the inherent chattering can be suppressed greatly. Numerical
simulation results demonstrate that the proposed controllers with upper bound in
prior possess robustness characteristics which yields potentially valuable applications
for the mobile robot, especially in the unstructured environment.
Keywords: Wheeled Mobile Robot (WMR), boundary estimation, uncertain rolling
resistance.

1 Introduction

In practice, the physical properties of the wheeled mobile robot (WMR) within an unstruc-
tured environment are seldom considered in lots of trajectory tracking control issues. Among
these physical properties, the rolling resistance acting on the robot wheels is such a crucial physi-
cal behavior that can effect the control performances greatly. Particulary, in some rough terrain,
such as loose soil and sand conditions, it is difficult to obtain high-performance of trajectory
tracking without considering the influences of the rolling resistance. Therefore, when the WMR
explores in an outdoor environment and even planetary surface, the rolling resistance may not
be neglected for designing the system controllers [1].

Many efforts are devoted to the rolling resistance acting on the WMR’s wheels recently. Most
References (see [2,3]) had investigated the interactions of soil and wheels and then some new me-
chanical structures had also been reported to enhance the contact between the wheels and terrain.
However, there are only a few investigations to deal with rolling resistance problem by control
methods. After analysing of the terrain properties, we notice that the boundary (especially for
the upper bound) of off-road rolling resistance can be calculated in advance according to the geo-
logic parameters when the terrain of the exploration is determined. For practical implementation,
the rolling resistance appears drastically changing, which is similar to the disturbances to the
mobile benchmark, but with the aid of the boundary message in prior, the robust controller for
WMR can be designed to make it possible to against the uncertain dynamics directly. It should
be mentioned that, compared with modifying the system mechanical structure, the adopted con-
trol approach yields much more flexibility for the mobile robot. Certainly, we are also aware of
adaptive scheme to update the upper bound, but the control algorithm with adaptive scheme

Copyright © 2006-2014 by CCC Publications
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may make the regulation process more elastic and cause further time-delay usually [4, 5]. To
overcome this drawback, a powerful robust control approach is determine to employ to deal with
the uncertain problem of the unavoidable rolling resistance.

On another hand, if the rolling resistance is concerned, the dynamics of the WMR must be
considered. For the past decades, most efforts have been done to the WMR with nonholonomic
constraint on kinematic model, all of which the system velocities were assumed to be the control
inputs [6, 7]. But unfortunately, there are only a few researches address the dynamic behaviors
of nonholonomic system, where control inputs are transformed to be the system actuators, i.e.,
in most cases the driving torques of motors [8–10]. Since the rolling resistance is described in
torque form when it takes place in practice, the dynamic properties must be considered when
designing the system controllers to overcome this kind of uncertain dynamics.

With a widely survey of the current dynamic models for the WMR, we observe that a dynamic
model proposed by Watanabe et.al [11] is so succinct and effective to describe the relationship
between the rolling resistance and robot posture on the level of dynamics. Then, we utilize this
dynamic model to establish the control system in this investigation. Particularly, it should be
noted that the rolling resistance is somewhat difference from the external disturbances and un-
modeled dynamics, because the rolling resistance lies in the movement process around a constant
value; while the external disturbances and unmodeled dynamics possess white noise property
which is around zero. The objective of this study is to address the rolling resistance behaviors of
the WMR in detail, and derives the dynamic model to discuss the influence of rolling resistance.
Based on addressed dynamic model, a simple and effective approach to stabilize the trajectory
tracking system via backstepping techniques is developed. In order to illustrate the efficacy of
the control approach, numerical simulations for a practical WMR have been performed.

2 WMR dynamics

The typical WMR can be described in Fig.1. It is assumed that the mobile robot is driven by
two independent wheels as well as a passive auxiliary wheel is adopted to support the workbench.
To begin with, some notations is introduced to help the controlling system design, as follows: l is
the distance between the driving wheels and the symmetry axis; d is the distance between point
C(x, y) and the mass center of the robot P (xc, yc), which is assumed to be on the symmetry axis;
r is the radius of the driving wheels; mp and mw are the masses of vehicle body and wheel; Ic
is the inertia moment of vehicle body w.r.t. vertical axis through C; Iw and Im are the inertia
moments for the wheel w.r.t. wheel axis and diameter, respectively. According to the parallel axis
theorem, the equivalent mass m = mp +2mw and rotation inertia I = 2Im +2mwl

2 +mcd
2 + Ic

can be introduced for simply.
The robot position can be described by the coordinates (x, y), which is the midpoint C

of the axis of two robot wheels, and the orientation angle ϕ, which is heading angle of body
coordinate with respect to fixed frame (see Fig.1). With the hypothesis of pure rolling and non
slipping condition, the nonholonomic constraint, i.e., ẋ sinϕ − ẏ cosϕ = 0, hold throughout the
movements.

Let v and w be represent the linear and angular velocities of the mobile robot, and τr and τl
express the driving torque of the right and left wheels, respectively. Through the analysis of the
forces acting on the mobile robot, we can obtain that

Iϕ̈ =
τr
r
l − τl

r
l (1)

mv̇ =
τr
r
+

τl
r

(2)
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Figure 2: Rolling resistance generation

While rolling on the ground, especially operating on the soft soil or sandy terrain, the robot
will suffer unavoidable rolling resistance, as shown in Fig.2. Let the notation τ̃d represent this
rolling resistance, and the dynamic behaviors of the wheel can be governed by

Iwθ̈i + cθ̇i = kui − τi − τ̃di (3)

where τi is the driving input of the wheel (i expresses r or l for left or right wheels, the same
hereinafter); c is the viscous friction coefficient and θ is the rolling angle of the wheel; k is driving
gain between the motor’s voltage and its output torque; ui is the excited voltage signals for the
motor installed in the relative wheel.

Let vr, vl denote the right and left linear velocity of the wheel center, and we can further have
vr = rθ̇r = v + lϕ̇ and vl = rθ̇l = v − lϕ̇. Then, the relationship between linear velocity of the
robot’s platform and angular velocity of the robot wheels can be formulated by r(θ̇r + θ̇l) = 2v
and r(θ̇r − θ̇l) = 2lϕ̇.

With the analysis, we can ultimately obtain the dynamics described by the linear velocity v
and orientation angle ϕ as follows:

v̇ = − 2cv

mr2 + 2Iw
+

kr

mr2 + 2Iw
(ur + ul)−

r

mr2 + 2Iw
(τ̃dr + τ̃dl) (4)

ϕ̈ = − 2cl2

Ir2 + 2Iwl2
ϕ̇+

krl

Ir2 + 2Iwl2
(τ̃dr − τ̃dl) (5)

If the system state variables are chosen as x = [v ϕ ϕ̇]T , the driving input is selected as
u = [ur ul]

T , the disturbance vector is defined as τ̃d = [τ̃dr τ̃dl]
T , and the output variables are

y = [v ϕ]T , a new dynamic model for control system design can be rewritten by:{
ẋ = Ax+Bu+Dτ̃d

y = Cx
(6)

with

A =

a1 0 0

0 0 1

0 0 a2

 , B =

b1 b1

0 0

b2 −b2

 , D =

d1 d1

0 0

d2 −d2

 , C =

[
1 0 0

0 1 0

]
,

where a1 = − 2c

mr2 + 2Iw
, a2 = − 2cl2

Ir2 + 2Iwl2
, b1 =

kr

mr2 + 2Iw
, b2 =

krl

Ir2 + 2Iwl2
, d1 =

− r

mr2 + 2Iw
, d2 = − rl

Ir2 + 2Iwl2
.
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3 Control system design

3.1 System decoupling

Noticing that the system (6) is a coupled system, for the convenience of designing the system
controller, the proposed dynamic model should be decoupled in the first place. To achieve this
objective, a new control input vector should be introduced as follow:[

ur

ul

]
=

[
1 −1

0 1

][
u1

u2

]
(7)

With these modified inputs u1 and u2, the system (6) is transformed into two independent
subsystems:

v̇ = a1v + b1u1 + τ̃dv (8)
ẇ = a2w + b2u1 − 2b2u2 + τ̃dw (9)

where τ̃dv = d1(τ̃dr + τ̃dl) and τ̃dw = d2(τ̃dr + τ̃dl), which represent disturbances for the two
independent subsystems.

Supposing the robot moves on a special terrain ground, although the rolling resistance is in
a changeable state, the maximum amplitude for τ̃dr and τ̃dl could be estimated in advance from
the terrain property. Let the notation τ̄dr and τ̄dl represent the upper bound values of τ̃dr and
τ̃dl respectively, and then it can be achieved that

τ̄dv = max |d1(τ̃dr + τ̃dl)| (10)
τ̄dw = max |d2(τ̃dr + τ̃dl)| (11)

3.2 Control scheme design

Considering the decoupled form of the system (8) and (9), a backstepping technique can be
applied to derive the robot controller due to the high dimension feature of the system. The
process of control design procedures may be divided into two steps which is given as bellows.

Step 1. Linear velocity control
After the trajectory tracking system has been decoupled, the control algorithms for linear

and angular velocities can be derived stage by stage. Here, the control input u1 is used to
control the linear velocity, such that the robot can track an desired trajectory from an arbitrary
original point with the required performances. Suppose that the desired linear velocity vd, and
the tracking error may be expressed by ve = vd − v. Then, a theorem can be given as follow:

Theorem 1. For the linear velocity system (4) with the bounded linear velocity, the tracking
error ve will globally converge to zero, i.e., lim

t→∞
ve(t) = 0, if the control law is given by

u1 =
1

b1
[v̇d − a1v + c1ve + sgn(ve)τ̄dv] (12)

where c1 is a positive constant and sgn(·) is a signum function.

Proof: Consider a candidate Lyapunov function as

V1 =
1

2
v2e (13)
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Differentiating V1 with respect to time yields

V̇1 = vev̇e = ve(v̇d − a1v − b1u1 − τ̃dv) (14)

Substituting (12) into (14), it can be ultimately obtained V̇1 = −c1v
2
e ≤ 0. Obviously, by

Lyapunov stability theorem, the propose Theorem 1 is proved. 2

Step 2. Angular velocity control
Let ϕd represents the desired orientation angle of the robot to be tracked. Then, the tracking

error of the orientation angle can be defined as ϕe = ϕd−ϕ and ϕ̇e = ϕ̇d− ϕ̇. In terms of angular
velocity tracking control, it is to design the control input u2 such that the ϕe and ϕ̇e converge to
zero as t → ∞. In order to realize this purpose, two virtual control inputs are introduced, which
are defined as z1 = ϕe and z2 = ϕ̇e + c2ϕe where c2 is an arbitrary positive constant. Similar to
the linear velocity control, based on the above definitions, a Theorem could be given as

Theorem 2. For the angular velocity system (5) with the bounded angular velocity, the tracking
error ϕe and ϕ̇e will both globally converge to zero simultaneously , i.e., lim

t→∞
||ϕe ϕ̇e|| = 0, if the

control law is given by

u2 =
1

2b2
[a2w + b2u1 − ϕ̈d − c2z1 + c3z2 + sgn(z2)τ̄dw] (15)

where c3 is a positive constant and sgn(·) is a signum function.

Proof: Consider a candidate Lyapunov function as

V2 =
1

2
z21 (16)

Differentiating V2 with respect to time achieves

V̇2 = z1ż1 = z1(ϕ̇− ϕ̇d) = z1z2 − c2z
2
1 (17)

Notice that only Lyapunov function V2 can not guarantee the global stability of the system.
In order to stabilize the system, another virtual input z2 is designed such that the entire track-
ing errors converge to zero. Hence, another candidate Lyapunov function constructed by z2 is
established for this purpose. The new candidate Lyapunov function is put forward as

V =
1

2
z21 +

1

2
z22 (18)

Differentiating V with respect to time obtains

V̇ = V̇2 + z2ż2 = z1z2 − c2z
2
1 + z2(a2w + b2u1 − 2b2u2 + c2ż1 − ϕ̈d) (19)

Substituting (12) and (15) into (19), one can obtain that V̇ = −c2z
2
1 − c3z

2
2 ≤ 0. Obviously,

according to Lyapunov stability theorem, the Theorem is proved. 2

Since the systems (8) and (9) are decoupled, the proposed controller (12) and (15) may
guarantee the stabilization of the linear and angular velocity subsystems overall. To sum up, we
can summarize the investigation results and ultimately give a theorem as follow:

Theorem 3. For the trajectory tracking system (4) and (5), the tracking errors ve, ϕe and ϕ̇e

will all globally converge to zero, i.e., lim
t→∞

||ve ϕe ϕ̇e|| = 0, with the controller (12) and (15).
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The proof can be easily achieved according to the above analysis.
From the controller designing process, it can be observed that the candidate Lyapunov func-

tions are established step by step, which make the control design process be simple and con-
venience. This is a backstepping approach which is usually applied for controller design of a
sophisticated nonlinear systems. Meanwhile, it should be emphasized that there are inherent
chattering caused by signum function in the proposed controllers. To overcome this drawback,
one can replace signum function sgn(·) by saturation functions sat(·) to suppress this behaviors,
one of which can be given by:

sat(χ) =
χ

|χ|+ ϵ
(20)

where ϵ is a positive constant and χ represents arbitrary variable.

4 Simulation results

In this section we perform numerical simulations to verify the effectiveness of the proposed
controllers. The simulated parameters of the mechanical structure of the WMR are supposed
to be mc = 14kg, mw = 3kg, Ic = 0.9kgm2, Im = 0.05kgm2, Iw = 0.015kPgm2, l = 0.3m,
d = 0.05m, r = 0.1m, k = 0.95, and c = 0.01. From the required performance of the trajectory
tracking, the control parameters as selected as follows: c1 = c2 = c3 = 10 and ϵ = 0.002. Suppose
the mobile robot starts from initial point [x y ϕ]T = [0 0 0]T ; meanwhile, the desired trajectory
of linear and angular velocity are hypothesized to be vd = 1m/s, wd = sin t with the initial state
vector x0 = [v0 ϕ0 w0]

T = [0.5 0.2 0]T . Moreover, the rolling resistance acting on the left and
right wheels are supposed to be a worse situation in simulation than that in practice to verify
the effectiveness of the control algorithms. So a synthesis signal consisted of two sinusoid signals
with different frequency is introduced to imitate the rolling resistance. Here, assume that the
rolling resistances are same on the left and right wheels, i.e., τ̃dr = τ̃dl = sinwdt+sin 2wdt where
wd denotes the resistance frequency. According to practical experiment, the τ̄dv and τ̄dw can be
set as the value of 0.75Nm and 3Nm respectively in this simulation circumstance. In addition,
the saturation should be considered for actual driving motor, so a maximum value 10Nm is
introduced to restrict the control outputs, i.e., |τr| ≤ 10Nm and |τl| ≤ 10Nm.
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Under the proposed simulation circumstance, the actual tracking process for the desired
trajectory is plotted in Fig.3. It indicates the proposed control method can make the mobile robot
to track the desired trajectory with satisfactory tracking performances. Besides, we simulate two
cases, that is, with and without estimation, to illustrate the signification of control with and
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without upper bound information. As shown in Fig.4, the tracking error relative to the linear
velocity without boundary is described as the dashed line, as well as the case with boundary is
plotted by the dashed line. The results state the tracking errors become much smaller (reduced
to 20% of the amplitude) when τ̄dv and τ̄dw are adopted. Particularly, owing to the sat(·), the
inherent chattering is also suppressed. Lower chattering may be achieved with smaller ϵ, but it
will cause more violent changes for the control inputs.

Furthermore, to exhibit the better tracking performance with the upper bound, the tracking
errors of ϕ̇e and ϕe are also addressed in Fig.5 and Fig.6, respectively. It is observed that the
amplitudes of ϕe and we are reduced to 21% and 18% nearly compared with the case without
upper bound estimation, which yields that the derived controller can provide better performances
for tracking system and the robustness is enhanced in the following.
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5 Conclusions

The trajectory tracking issues were discussed in this study, and the main contribution can
be summarized as follows: 1) a decoupled dynamic model was used to describe the complicated
nonlinear behaviors of WMR where the rolling resistances are concerned. The decoupled model
consisted of two parts: a first-order model for linear velocity and a second-order model for
orientation angle of the robot, which not only kinematic postures but also dynamics behaviors
were all included; 2) based on the fact that the upper bound of rolling resistance which can be
achieved in prior, a robust controller was developed to obtain the better tracking performances.
The backstepping methodology was employed to derive the system controller considering the
higher dimensional property of the tracking system; and 3) a saturation function was introduced
to alleviate the inherent chattering caused by signum function. Such treatment was simply but
effective for a practical WMR system.
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Abstract: The emergence of Internet of Things (IoT) integrates the cyberspace
with the physical space. With the rapid development of IoT, large amounts of IoT
services are provided by various IoT middleware solutions. So, discovery and selecting
the adequate services becomes a time-consuming and challenging task. This paper
proposes a novel similarity-measurement for computing the similarity between services
and introduces a new personalized recommendation approach for real-world service
based on collaborative filtering. In order to evaluate the performance of proposed
recommendation approach, large-scale of experiments are conducted, which involves
the QoS-records of 339 users and 5825 real web-services. The experiments results
indicate that the proposed approach outperforms other compared approaches in terms
of accuracy and stability.
Keywords: Internet of Things, service recommendation, similarity measurement,
collaborative filtering.

1 Introduction

1.1 Background

Internet of Things (IoT) seamlessly integrates user requirement, cyberspace and physical
space, which enables the dynamic cooperation of Ą°human-machine-thingĄą. As the adopting
of SOA (service oriented architecture) paradigm in IoT environment [1], real-world devices will be
able to offer their functionality via service interfaces, which enable other components to interact
with them dynamically. The functionalities provided by these devices ( e.g. the provisioning of
online sensing data) are referred to as real-world services because they are provided by embedded
systems that are directly related to the physical world [2]. With the developments of IoT, lots of
middleware solutions like OpenIoT [3], GSN [4], COSM [5] are proposed which act as service pro-
vision platforms. These platforms access real-world resources around the world and provide their
capability in form of millions of real-world services, which enable sharing, monitoring and con-
trolling environmental data on the web. However, these existing platforms only provide limited
functions for service selecting and recommendation. As the rapid increase of available services,
selecting the appropriate services becomes challenging and time-consuming [6]. Therefore, ser-
vice discovery becomes the critical issues of IoT development. Other than web-service discovery
based on functional property which has been deeply studied [7], the studies of discovery based
on non-functional property are far from mature, i.e. it is difficult to differentiate services with
similar or identical functions. As the user-received performance of service is tightly related to
the personalized information of specific users, identifying the optimal one for service users is
difficult and costly in the case of many services with equivalent functions. Effective personalized
service selection and recommendation based on non-functional property become more and more
important [8]. Quality of Service (QoS) (e.g. observation-accuracy, round-trip time (RTT), etc.)

Copyright © 2006-2014 by CCC Publications
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is served as key non-functional property, which acts as important element considered when dis-
covering and selecting services [9, 10]. The values of QoS are usually influenced by the specific
environment (such as network quality) of users and tend to vary with each user. Because con-
ducting actual service invocation is time and resource consuming, it is unpractical to evaluate
the QoS of all candidate services for every user [11]. So, the idea of making personalized QoS
prediction for users using a small amount of available QoS value is extremely useful. Based
on the predicted QoS values, personalized service recommendation is available for service-users.
It enables users to select the service with optimal QoS from a number of services which are
function-equivalent.

1.2 Motivation

Collaborative filtering (CF) are widely used in recommender systems [12]. The algorithms of
CF can be divided into two categories: memory based and model based. Cosine-based approach
(COS) [14, 15] and Pearson Correlation Coefficient (PCC) [12, 13] are two of the most popular
memory-based approaches [16] to calculate the similarity between items. A number of works
that employ COS-CF (Cosine based Collaborative-filtering) or PCC-CF (Pearson Correlation
Coefficient based Collaborative filtering) for QoS based service recommendation and selection
have been proposed recently [11] [17–19]. However, the performance that using PCC and COS to
measure similarity leaves much to be desired and the prediction accuracy of these works cannot
satisfy the requirement of practical application. Moreover, the experiments of these existing
works are not convincing enough. The existing service recommendation [17, 19] approaches are
short of sufficient-scale and systematic evaluation to verify their recommendation results. Some
of them employ item dataset (such as MovieLens [20]) instead of real service dataset to evaluate
their approaches.

In order to address these issues, this paper proposes a novel similarity-measurement for com-
puting the similarity between service users and introduces a new personalized recommendation
approach for real-world service based on collaborative filtering, which named feedback-corrected
Tan-NED (Tanimoto Normalized Euclidean Distance). The contributions of this paper are sum-
marized as the following aspects:

• This paper proposes a novel similarity measurement for memory based CF, which avoids
the shortcomings of existing approaches for service recommendation and takes the char-
acteristics of real-world service QoS into account. Therefore, it finds similar users more
accurately and obtains more accurate QoS-prediction.

• A feedback-corrected CF approach is proposed, which significantly improves the perfor-
mance of service recommendation in comparison with existing approaches.

• To evaluate the performance of proposed approach, we conduct comprehensive evaluative
experiments based on a large-size real-service QoS dataset which includes 5825 real web-
services and 339 users.

The following parts of this paper are organized as follows. In section 2, we review exist-
ing similarity measurement approaches for memory-based CF. Section 3 presents the proposed
feedback-corrected Tan-NED CF approach. The experiment results of proposed approach are
discussed in section 4. Section 5 concludes the work and discusses the future work.
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2 Existing Similarity Measurement

The service similarity measurements are divided into two types, namely, functional-measurement
and non-functional-measurement. Our previous work [21] focuses on measuring the functional
similarity between real-world services based on semantic model. Other than functional similarity,
this paper focuses on non-functional similarity, i.e. QoS similarity. The idea of memory-based
CF is inspired by the fact that users trust the recommendations from the one who have similar
context and preference. These methods predict the QoS of a particular service for a user based
on the QoS obtained from users who have similar context and preference. In memory-based CF,
Cosine-based approach (COS) [14,15] and Pearson Correlation Coefficient (PCC) [12,13] are two
of the most popular algorithms to measure the similarity.

Assuming that a service recommender system includes N services and M users, then we
obtain an M ×N user-service matrix, in which the entry rm,n denotes the QoS value of service n
observed by user m. If the entry rm,n = ∅, it indicates that user m has never invoked service n.
PCC-CF can be used to calculate the similarity between user u and user v by following formula:

Sim(u, v) =

∑
i∈I(ru,i − ru)(rv,i − rv)√∑

i∈I(ru,i − ru)2
√∑

i∈I(rv,i − rv)2
(1)

Where I = Iu ∩ Iv is the set of services that are co-invoked by users u and v, ru,i denotes the
quantized QoS value of service i observed from the view of user u, and ru is the average value on
the QoS of services in I observed by user u. The values of PCC range from −1 to 1 according
to the definition of equation (1).

In COS CF, the similarity between users can be measured by calculating the cosine similarity
of the vectors between them:

sim(u, v) =

∑
i∈I ru,irv,i√∑

i∈I r
2
u,i

√∑
i∈I r

2
v,i

(2)

Table 1: An example of user-service QoS matrix

service1 service2 service3 service4 service5
user1 2 4 2 4 5
user2 1 2 1 2 5
user3 2 4 2 ∅ ∅
user4 2 2 2 1 4
user5 5 5 5 4 ∅
user6 3 2 3 3 1
user7 3 2 3 4 ∅
user8 3 1 ∅ ∅ ∅

Table 1 is an example of QoS matrix which contains 5 services (service1 to service5) and 8
users (user1 to user8). The values from 1 to 5 are the minimum to the maximum QoS-values of
the user-service matrix. ∅ denotes the user has never invoked the corresponding service before.

We calculate similarity value adopting COS approach (Eq. (2)), and get the following arith-
metic expression:

Sim(user3, user1) = Sim(user3, user2)
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It indicates that user1 is similar to user3 as much as user2 is. Actually, user1 is more similar
to user3 than user2 , which can be easily observed according to the values in Table 1. Hence,
calculation results and facts are contradictory. We can also compute the similarity between user4
and user5:

Sim(user4, user5) = 0.9885

We can draw conclusion that user4 and user5 are very similar according to this computation
result. However, this is in conflict with the fact shown in Table 1, since user4 and user5 almost
have the opposite QoS-values. user5’s QoS-values are approximated to the maximum QoS-value
5 in the user-service matrix while user4’s values are approximated to the minimum QoS-value 1
of the matrix. This contradiction arises from that when measuring the similarity between two
vectors, COS only considers the angle between two vectors and does not consider the length of
vector.

LetĄŻs consider another example. If we employ PCC defined in Eq.(1) to measure the
similarity between users, we can get the following result:

Sim(user7, user6) < Sim(user7, user8)

It indicates that user6 is less similar to user7 than user8 is. Actually, user6 is more similar
to user7 than user8, because there are the same value in three dimensions and a difference of
1 in one dimension for user7 and user6, and there are the same value in one dimension and a
difference of 1 in one dimension for user7 and user8. Therefore, the calculation results are in
conflict with the facts. This contradiction arises from that PCC does not consider the number of
services co-invoked which implies the similarity of selection preference and style between users.

In addition to above mentioned approaches, some other similarity measurements are also
proposed such as rated-item pools (RIPs) user similarity [22], proximity impact popularity (PIP)
measure [13], and mean squared difference [14], which are either for special purposes, or for special
situations, or not used widely. Among the traditional similarity measurement approaches, the
approaches that we elaborated above are strongly representative.

3 Feedback-corrected Tan-NED CF

3.1 Tan-NED Similarity Measurement

In order to address the issues of existing similarity measurement, this paper proposes a
novel similarity measurement named Tanimoto [23] Normalized Euclidean Distance (Tan-NED).
Compared with the traditional similarity measurement approaches, our approach measures the
similarity based on normalized Euclidean distances of difference multidimensional vector spaces.

Although Euclidean-distance approach can also be employed to measure similarity, Tan-NED
is completely different from it. Since the number co-invoked services is different deal with different
couples of users in a recommender system, the Euclidean distances of different couples of users
tend to compute in the different dimensions of vector spaces. Moreover, the maximal values of
Euclidean distances in different vector spaces are usually very different. A value which denotes
the maximal value in one vector space may be a very small Euclidean distance in another vector
space. Therefore, putting them together to measure similarity is meaningless. For instance, if
users a, b both invoked the same 10 services while users c, d both invoked the same 300 services,
dist(a, b) is the Euclidean distance between the two users a and b, dist(c, d) is the Euclidean
distance between the two users c and d, then it will be meaningless to mention dist(a, b) and
dist(c, d) in the same breath, because dist(a, b) is calculated in 10-dimension vector space, and



360 S. Zhao, Y. Zhang, B. Cheng, J.-L. Chen

dist(c, d) is computed in 300-dimension vector space. Therefore, to measure the similarity of
vectors we should consider the difference of dimension-number.

Our NED normalizes the QoS values of different users to the same range in order to address
the different maximal-value issue. Then, it unifies the similarity metrics of different vector spaces.
Before measuring the similarity between users, it uses the maximal and minimal QoS-value of
each row to normalize every value of the same row in the original matrix M . After that, the
QoS-values of each row are normalized to [0, 1]. In consequence, the original QoS value matrix M
is mapped into a row-normal matrix Mnu. Assuming that the number of co-invoked services by
user u, v is num, and user u, v have the observed QoS-value vectors u⃗, v⃗ respectively in matrix
Mnu. Then, the Euclidean distance between vector u⃗ and v⃗ in the num dimensions can be
calculated by dist(u, v). Besides, the maximal Euclidean distance of the num dimensions are
calculated by distmax. Since the matrix Mnu has been normalized, each dimension ranges from 0
to 1, and the maximal distance of each dimension is 1. In Mnu, nr(u,i), nr(v,i) are the QoS-value
of service i towards user u, v respectively. The similarity between user u and v can be calculated
by NED as follows:

nru,i =
ru,i − rumin

rumax − rumin
, nrv,i =

rv,i − rvmin

rvmax − rvmin

dist(u⃗, v⃗) =

√∑
i∈I

(nru,i − nrv,i)2

Simned(u, v) = 1− dist(u⃗, v⃗)

distmax
= 1−

√∑
i∈I(

ru,i−rumin

rumax−rumin
− rv,i−rvmin

rvmax−rvmin
)2√∑|I|

k=1(1− 0)2

i.e.,

Simned(u, v) = 1−

√∑
i∈I(

ru,i−rumin

rumax−rumin
− rv,i−rvmin

rvmax−rvmin
)2√

|I|
(3)

Where I = Iu∩ Iv is the set of services which is co-invoked by user u and v; |I| is the number
of I; rumin and rumax are the minimal and the maximal QoS-values of user u in the original
matrix M , r(u,i) denotes the QoS-value of service i towards user u in M . The results of Eq.(3)
range from 0 to 1, i.e., Simned(u, v) ∈ [0, 1], where Simned(u, v) = 0 represents that two users
are dissimilar and Simned(u, v) = 1 indicates that these two user are exactly similar even the
same.

Further, in order to use more information of the two users, we also take the number of invoked
services by each user and that by both users which implies the QoS preference and style of users
into account. We propose Tan-NED which combines Tanimoto similarity coefficient [23] with
NED. The formula of Tan-NED is as follow:

Sim(u, v) =
|I|

|Iu|+ |Iv| − |I|
× Simned(u, v)

i.e.,

Sim(u, v) =
|I|

|Iu|+ |Iv| − |I|
× (1−

√∑
i∈I(

ru,i−rumin

rumax−rumin
− rv,i−rvmin

rvmax−rvmin
)2√

|I|
) (4)

All the contractions mentioned in section 2 can be eliminated by our Tan-NED. Adopting
Eq.(4) we get the following results which are consistent with the facts:
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Sim(user3, user1) > Sim(user3, user2)

Sim(user4, user5) = 0.3381

Sim(user7, user6) > Sim(user7, user8)

3.2 Feedback-corrected Tan-NED Collaborative Filtering

Tan-NED can calculate the similarity between two users, based on it, a novel memory-based
CF approach named Tan-NED CF is proposed. Tan-NED CF predicts the unknown QoS-value
r(u,i)′ of service i towards user u based on the already available QoS-values of service i towards
other users that are similar with user u. The more similar user v to user u is, the greater user
v’s QoS-value influences on r(u,i)′. The normalized predicting value r̂(u,i)′ can be calculated by
Eq.(5), and then we recovers the normalized value to the original scale of user u by the maximal
and minimal values of user u. The QoS-value predicted by Tan-NED CF is defined as follow:

r̂(u,i)′ =
∑

v∈U Sim(u, v)× nrv,i∑
v∈U Sim(u, v)

(5)

r(u,i)′ = rumin + (rumax − rumin)r̂(u,i)′ (6)

U is the set that contains the similar users to user u. Each element v ∈ U has also invoked
service i. nrv,i denotes the normalized QoS-value of user v on service i in matrix Mnu which is
row-normal. Sim(u, v) can be calculated by Eq.(4), and rumax and rumin are the maximal and
minimal QoS-values of user u in the original matrix M . Then we employ the feedback (i.e., the
difference value between prediction QoS value and real QoS value of invoked services) to correct
the following prediction. The correction is a continuous process, so uncertain abnormal real QoS
values may appear which cause "dirty" feedback to the correction process. For example, if a users
router is congested then the RTT of service invoked by this user will become very long, which
will not response the real QoS of service. In order to reduce the impact of "dirty" feedback, we
adopt a Gaussian distribution coefficient to control the correction efforts of feedback. The QoS
value prediction of feedback corrected Tan-NED is as follow:

ru,i = ∆r · 1√
2π

e−
(∆r−∆rmin+∆rmax

2 )2

2σ2 + ru,i′ (7)

Where ∆r denotes the difference value between real QoS and prediction QoS of the previous
service invoked by user u, i.e., ∆r = rreal − rpred. ∆rmin is the minimum value of historical
∆r and ∆rmax is the maximum value of historical ∆r. σ is the standard deviation of Gaussian
distribution which determines the amplitude of distribution, and an appropriate σ value will be
obtained by experiments. The feedback correction is a continuous recursive process along with
every service invoking.

3.3 Feedback-corrected Tan-NED CF for Service Recommendation

In the case of candidate services having equivalent functions, the predicted QoS-values which
are calculated by Feedback-corrected Tan-NED can be used for service recommendation, and the
service that has the best predicted QoS performance will be recommended to the corresponding
user. Then, our approach enables personalized service recommendation using a small amount
of available QoS value without the time-consuming and costly actual service invocation. In
service recommender system, either services or users may be remotely distributed in different
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location. Besides, the network performances which influence the QoS of services are highly
dynamic. Hence, the QoS styles and preferences of user are quite different from each other.
Since the proposed approach considers the diversity of QoS style and preference and adopts the
information of similar users to make the prediction, it is applicable to a variety of environments.

4 Evaluative Experiments

4.1 QoS Dataset

In order to has sufficient data to evaluate our approach, we use the web-service QoS set
[24] which contains 1873838 real RTT (route trip time) records on 5825 real web-services from
339 distributed service users. To our knowledge, this is the largest dataset in the domain of
service-computing. In order to collect the data, Zheng et al. monitor 5825 web-services using
339 distributed planet-lab computers. Assuming that a M × N user-service matrix contains
N services, M users and T non-null records, then the density of this matrix can be defined
as density = T

(M×N) . According to this concept, the density of user-service matrix used for
evaluation is 94.9%.

4.2 Evaluation Metric

We adopt the MAE (Mean-Absolute-Error) metric to evaluate the prediction accuracy of pro-
posed approach. MAE denotes the average-absolute-deviation between the ground-truth values
and the predictions values. It is defined as follow:

MAE =

∑
u,i |r̄u,i − ru,i|

N
(8)

ru,i is the prediction RTT of web-service i towards user u, r̄u,i is the real RTT of i observed
by u, N is the number of predicted RTTs. The less the value of MAE is, the better the accuracy
of prediction is.

4.3 Experimental Setup

The experiments are divided into three parts, namely, performance of similarity measures,
impact parameters of prediction, and performance of prediction approaches. First, we compare
the performance of our Tan-NED with other similarity measures. In this experiment, we use the
original user-service matrix. The RTT records of matrix are divided into two parts: 80% of the
records as the training set and 20% of the records as the test set.

Then, we measure the impact of σ (controls the correction effort of feedback), neighbour size
k (top-k similar users to calculate the prediction QoS value), and density of matrix. In the third
part, we compare the performance of our feedback-corrected Tan-NED with other prediction
approaches. In order to evaluate the accuracy of RTT value prediction by different prediction
algorithms, the user-service RTT records in the original matrix is removed randomly to generate
ten sparse matrices. As Section 4.1 defined, the densities of these ten matrices are incremental
with the step-size of 2%, their densities range from 2% to 20%. We adopt these small density
matrices in order to get closer to the practical situation that a user may only invokes limited
number of services in large amount of available services. So, the real user-service matrix is
generally very sparse. We divide each of the ten matrices into three parts: 70% of the RTT
records as the training set, 10% as the feedback set, 20% as the test set.
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4.4 Performance Evaluation of Similarity Measurements

In order to validate the validity of proposed Tan-NED similarity measurement (Eq.(4)), we
compare its performance with other two well-known similarity measurements: COS (Eq.(2)) and
PCC (Eq.(1)). Then, we combine Tan-NED, COS, and PCC with formula Eq.(6) to predict
the missing RTT values respectively. Figure 1 presents the accuracy of predictions by different
similarity measurements. As Figure 1 shows, the proposed Tan-NED consistently outperforms
other compared approaches under different k-values; even the worst-case of Tan-NED still over-
match the best cases of the compared approaches. Therefore, compared with COS and PCC, the
proposed Tan-NED significantly improves the accuracy of prediction.

Figure 1: Performance comparison of similarity measures

4.5 Impact of Parameters

Impact of σ

The parameter σ determines the amplitude of distribution which controls the correction
efforts of feedback. The higher the value, the more flat the distribution, which means that the
probability distribution of ∆r (rreal−rpred) is dispersive. Then, the correction efforts of different
∆r value are approximate. Whereas, the lower the value, the steeper the distribution. It means
that a few values which close to the median of ∆r have strong efforts, however, other values have
relatively weak efforts. In this experiment, we increase the parameter σ from 0.1 to 1.0 with
the step-size of 0.1 in order to study the impact of ŚŇ on the prediction result. The original
user-service matrix is adopted, and the neighbour size k is set to 30. The influence of parameter
σ on prediction is presented in Figure 2. As it shows, the values of MAE first slightly decline and
then sharply rise. When σ = 0.4, it hits the bottom. This experiment result indicates that the
prediction accuracy can be improved by adjusting the amplitude of correction-effort distribution.

Impact of neighbour size k

In the proposed Tan-NED approach, the neighbour size k determines the number of similar
users used for missing value prediction. It acts an important role in the prediction performance.
If the value of k is too low, many similar users will be filtered out. If the value of k is too
high, dissimilar usersĄŻ records will be considered to calculate the prediction QoS value. The
neighbor size k is increased from 10 to 100 with the step-size of 10 in order to study the impact
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Figure 2: Impact of Sigma

of k. The original user-service matrix is employed, and the parameter σ is set to 0.4. The impact
of k on the prediction of Tan-NED is presented in Figure 3. As it shows, the value of MAE first
slightly declines and then slightly rises, indicating that our Tan-NED achieves best performance
for this dataset when k = 50. The deviation between the highest value and the lowest value is
only 0.041, which means that our approach is not sensitive to the neighbour size. It is because
that our approach uses the value of similarity degree to restrict the effects of each similar user
when calculating the prediction QoS value (shown in Eq.(5)).

Figure 3: Impact of neighbour size

Impact of User-service Matrix Density

Matrix density denotes the proportion of non-null records that can be used for missing value
prediction in the matrix. This section studies the impact of the matrix density on the accuracy
of Tan-NED. In this experiment, the density is increased from 0.04 to 0.2 with the step-size of
0.02. The parameter σ is set to 0.4 and k is set to 50. The impact of matrix density on the
accuracy of Tan-NED prediction is presented in Figure 4. As it shows, the value of MAE declines
as the density increase. The result of this experiment denotes that the prediction of Tan-NED
becomes more accuracy as the matrix density increase. The reason is that a more intensive
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matrix provides more reference information for Tan-NED to predict missing value.

Figure 4: Impact of user-service matrix density

4.6 Performance Evaluation of Prediction Approaches

We compare the proposed feedback corrected Tan-NED with other three prediction ap-
proaches: UPCC (User-based CF adopting PCC), UMEAN (User-Mean) and WSRec (Web-
services recommender) in order to validate its effectiveness. UPCC refers the information of
similar users to predict the missing value [7, 19]. WSRec [11] is a novel memory-based CF for
web-service recommendation, which achieves a relatively good performance. UMEAN uses the
average RTT values of other web-services from the same user to make missing value prediction.
The predictions of these four approaches are influenced by the neighbour size k. The neighbour
size is increased from 10 to 50 with the step-size of 20 in this experiment. The parameter σ of
Tan-NED is set to 0.4 and the confidence weight of WSRec is set to 0.11.

Figure 5 presents the prediction accuracy measured by MAE of the evaluated approaches.
The three subfigures of Figure 5 correspond to the neighbour-size of 10, 30, and 50 respectively.
We increase the density of matrix from 0.02 to 0.2 with the step-size of 0.02. Each subfigure
shows the value of MAE with the matrix density changes. As shown in Figure 5, our feedback
corrected Tan-NED is significantly superior to other compared approaches. When the density
of user-service matrix becomes sparser, the co-valued dimensions between vectors decrease. It
means that the number of available values used for missing value prediction is limited, which
expands the gap of performance between Tan-NED and compared approaches. As the increase of
density, the improvement rate of Tan-NED declines due to each approach has enough available
values for prediction. However, in practical situation, the user-service matrix is usually very
sparse. Moreover, as each subfigure shows, the deviation between the maximum MAE and the
minimum MAE of tan-NED is small. It means that Tan-NED keeps a stable MAE performance
under the different density of user-service matrix.

The results of this experiment indicate two features of Tan-NED: 1) compared with other
existing approaches, the sparser the user-service matrix is, the more superior of Tan-NED is; 2)
the performance of Tan-NED is insensitive to the decrease of matrix density, namely, even with
limited available QoS records Tan-NED can also make relatively accurate prediction. These two
features of Tan-NED are suitable for the actual situation of real-world service environment. In

1The confidence weight in WSRec denotes the impact of user-based method on the final prediction result.
As [11] discussed, when confidence weight is set to 0.1, it achieves the best performance.
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(a) Set the number of neighbour to 10

(b) Set the number of neighbour to 30

(c) Set the number of neighbour to 50

Figure 5: The Performance of compared prediction approaches
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real-world service recommendation, the density of matrix is generally very sparse. Therefore,
compared with existing approaches, our approach can make more accurate and stable prediction
for QoS-value.

5 Conclusion

This paper proposes a feedback corrected Tan-NED approach to solve the issue of real-world
service personalized recommendation. It studies the features of the QoS-values of real-world
services, and proposes a novel similarity measurement which seeks similar users more accurately
and provides a basis for accurate QoS-value prediction. Then, the proposed approach can use
a small number of available QoS-values from similar users to predict the service QoS-value for
the user according to his personalization. In the service recommender system, the proposed
approach assists service users to select the service with optimal QoS from a number of function-
equivalent services instead of conducting the costly actual service invocation. In order to evaluate
the performance of feedback corrected Tan-NED, this paper conducted comprehensive evaluative
experiments using a real-world web-service dataset which has sufficient QoS records. Experiment
results indicate that compared with existing approaches the proposed approach improves the
accuracy of QoS-value prediction significantly.

Since dynamic is a new feature of IoT environment, the QoS of real-world service changes with
time frequently. In the future work, we will focus on enhancing the efficiency of our approach to
handle the dynamic QoS issue. It may be addressed by using the latest advanced technologies
of machine learning.
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Abstract: Finding the optimal cluster number and validating the partition results
of a data set are difficult tasks since clustering is an unsupervised learning process.
Cluster validity index (CVI) is a kind of criterion function for evaluating the clustering
results and determining the optimal number of clusters. In this paper, we present an
extensive comparison of ten well-known CVIs for fuzzy clustering. Then we extend
traditional single CVIs by introducing the weighted method and propose a weighted
summation type of CVI (WSCVI). Experiments on nine synthetic data sets and four
real-world UCI data sets demonstrate that no one CVI performs better on all data
sets than others. Nevertheless, the proposed WSCVI is more effective by properly
setting the weights.
Keywords: fuzzy clustering, fuzzy c-means (FCM), cluster validity indices (CVIs),
WSCVI.

1 Introduction

Clustering [1] is an unsupervised learning process to discover significant patterns in a given
data set by partitioning a data set into groups (i.e., clusters) such that the elements assigned
to the same group are as similar as possible while those in different groups are dissimilar in
some sense. Clustering is an unsupervised process, the data objects in a data set are typically
unlabeled and no structural knowledge about the data set is available [2]. Therefore, evaluating
the quality of clustering results and determining the optimal number of clusters are difficult tasks.
Also, the number of clusters is a prerequisite input parameter for many clustering algorithms [3].

Cluster validity index (CVI) is a kind of criterion function to determine the optimal number
of clusters [3]. Currently, a large number of CVIs have been proposed [4,5]. So it is necessary to
evaluate and compare the performances of these CVIs. Extensive comparisons of crisp CVIs have
been presented [6,7], while few studies have focused on the performance comparison of CVIs for
fuzzy clustering. Most comparison studies of fuzzy CVIs are presented when a new fuzzy CVI
was proposed [8, 9], but the extent of these comparisons was limited. In this paper, we present
an extensive comparative study of ten well-known fuzzy CVIs.

Previous studies on CVIs have demonstrated that there is no single CVI that can deal with
any data sets and always perform better than the others [10,11]. The idea of weighted CVIs has
been mentioned in literature [12]. However, few studies have focused on the weighted summation
type of CVIs for fuzzy clustering. Hence, in this paper we propose a weighted form of fuzzy
clustering CVIs which is the weighted sum of ten well-known fuzzy CVIs.

The remainder of this paper is organized as follows. Section 2 reviews the fuzzy c-means
clustering algorithm and ten well-known CVIs for fuzzy clustering. Then, in Section 3, we
introduce the weighted summation type of fuzzy clustering CVI. Finally, experimental results
are presented in Section 4. The conclusions are drawn in Section 5.

Copyright © 2006-2014 by CCC Publications
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2 Fuzzy C-means and Fuzzy CVIs

2.1 Fuzzy c-means algorithm

Fuzzy c-means (FCM) algorithm [13] starts with determining the number of clusters followed
by guessing the initial cluster centers. Each cluster center and corresponding membership degrees
are updated iteratively by minimizing the objective functions until the termination criterion is
met. The objective function of FCM is defined as:

Jm(U, V ) =
c∑

i=1

n∑
j=1

µm
ijd

2
ij (1)

where U denotes the membership, V is the cluster center matrix, n is the number of data objects,
c is the number of clusters, m is the fuzzifier in FCM, vi is the center of cluster i, µij is the
membership degree of the jth data object xj to vi, d2ij is the Euclidean distance of xj to vi, and
d2ij = ||xj − vi||2.

See Ref. [13] for the iterative formulas of membership degree µij and cluster centers vi.

2.2 CVIs for fuzzy clustering

Proposed by Bezdek [14] in 1974, PC is the first CVI used for FCM clustering, which was
defined as

PC =
1

n

c∑
i=1

n∑
j=1

µm
ij (2)

The optimal cluster number c∗ is obtained with the maximum value of PC.
To reduce the monotonic trend of PC index with the increase of the cluster numbers, a

normalized form of PC, called NPC [15], was defined as

NPC = 1− c

c− 1
(1− PC) (3)

The optimal number of cluster c∗ is also found when NPC reach the maximum value.
The concept of entropy was introduced in PE index by Bezdek [16]. Much like PC index, PE

index is defined as

PE = − 1

n

c∑
i=1

n∑
j=1

µij logα µij (4)

where α is the base of the logarithm. The optimal cluster number c∗ is determined by the
minimum value of PE index.

Like NPC index, NPE [17] was the normalized form of PE index to reduce the monotonic
tendency of PE index and was defined as

NPE =
n

n− c
PE (5)

Like PE index, the optimal cluster number is corresponding to the minimum value of NPE
index.

Different from PC, NPC, PE and NPE index which only considered the membership de-
gree elements in U , the XB index [18] consists of both the membership degree values and the
information about data set itself. XB index is defined as
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XB =

c∑
i=1

n∑
j=1

µ2
ijd

2
ij

n×min
i ̸=j

||vi − vj ||2
(6)

The optimal cluster number is found at the minimum value point of XB index.
Kwon [19] extended XB index and proposed a new CVI, VK, which is defined as

V K =

c∑
i=1

n∑
j=1

µ2
ijd

2
ij + (1/c)

c∑
i=1

||vi − v||2

min
i ̸=j

||vi − vj ||2
(7)

In order to determine the best clustering results and the optimal cluster number c∗, we should
find the most compact and separate partition, that is, the minimum value of VK index.

Pakhira et al. [20] proposed a CVI, known as PBM index, for crisp clustering, and a corre-
sponding form for fuzzy clustering, called PBMF index. The definition of PBMF index is

PBMF = (
1

c
× E1

Ec
×Dc)

2 (8)

where Ec =
c∑

i=1
Ei, Ei =

n∑
j=1

µijdij , Dc =
c

max
i,j=1

||vi − vj ||2

The optimal cluster number is found when the maximum value of PBMF index is achieved.
Different from the ratio type of CVIs, Fukuyama and Sugeno [21] proposed a summation

type of CVI called FS index. Its definition is

FS =

c∑
i=1

n∑
j=1

µm
ij (d

2
ij − ||vi − v||2) (9)

The optimal cluster number c∗ is achieved at the minimum value of FS index.
A new CVI, referred to VT index, was proposed by Tang et al. [22] based on the idea of

penalty function of Kwon’s index VK. VT index is defined as

V T =

c∑
i=1

n∑
j=1

µ2
ijd

2
ij + {1/[c(c− 1)}]

c∑
i=1

c∑
k=1;k ̸=i

||vi − vk||2

min
i̸=k

||vi − vk||2 + 1/c
(10)

The optimal cluster number c∗ is also found at the minimum value of VT index.
A CVI proposed by Bensaid et al. (SC) [23] is defined as

SC =

c∑
i=1

n∑
j=1

µ2
ijd

2
ij

n∑
j=1

µij

c∑
k=1

||vi − vk||2
(11)

The optimal cluster number c∗ is determined by the minimum value of SC index.
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3 Weighted Summation Type of Fuzzy CVIs

In order to take advantage of each fuzzy CVI and weaken its limitation, we proposed a
weighted summation type of CVI (WSCVI), which is the weighted sum of the above ten fuzzy
CVIs. WSCVI is defined as

WSCV I =
N∑
i=1

ωi · CV Ii (12)

where N is the number of CVIs. ωi is the weight of index CV Ii, which represents the relative

importance of the ith CVI. ω satisfies 0 ≤ ωi ≤ 1,
N∑
i=1

ωi = 1.

CV Ii is one of the ten above CVIs for fuzzy clustering. Among them, PC, NPC and PBMF
index are maximum type indices, i.e., the optimal cluster number c∗ is achieved at the maximum
value of these CVIs, while other seven indices are minimum type. In order to obtain c∗ when
WSCVI is minimum, we convert the three maximum type indices into their corresponding re-
ciprocal types, which are presented as PCr = 1/PC, NPCr = 1/NPC, PBMFr = 1/PBMF .
The values of different CVIs change in different range. To overcome the dominate influence of
CVIs in large values, all the CVIs are normalized so that all of their values range in [0, 1].

The corresponding cluster number is optimal cluster number c∗ when the values of the nor-
malized CVIs equal to 0, and the minimum value of WSCVI is achieved.

4 Experimental Results

Nine synthetic data sets (six 2-D data sets and three 3-D data sets) and four real-world
data sets were used in the experiments. The value of fuzzifier in FCM is set m=2. We suggest
ω1 = ω2 = · · · = ωN = 1/N when there is no prior knowledge available. In the experiments, we
also set some other weights to obtain the optimal cluster numbers.

The synthetic data sets are expressed as Data_d_c_n, in which d is the dimension of the
data set, c is the number of clusters in the data set, and n is the total number data objects in
the data set.

4.1 Data sets

Three well-known 2-D synthetic data sets, Butterfly, Example_01 and Example_02 pre-
sented in [19] and the other three 2-D synthetic data sets, Data_2_3_60, Data_2_3_70, and
Data_2_4_110 [24], are shown in Figure 1 (a) to (f), respectively. Figure 2 shows the three 3-D
synthetic data sets, Data_3_3_200, Data_3_3_300, and Data_3_4_320, respectively.

We also use four real-world data sets, bupa, wdbc, iris and glass data set, from UCI Machine
Learning Repository [25] to test the performance of WSCVI and the ten single CVIs.

4.2 Results

The optimal cluster numbers found by the ten single CVIs and the proposed WSCVI with
equal weights of each CVI are shown in Table 1. It can be seen from Table 1 that there is no one
CVI that can find the optimal cluster numbers for all of the data sets. WSCVI with equal weights,
1/N , found the correct optimal cluster numbers except Data_3_3_300, Data_3_4_320, Iris,
and Glass. In order to find the optimal cluster numbers of Data_3_3_300, Data_3_4_320,
Iris, and Glass using WSCVI, we adjust the weights of each CVI in WSCVI.
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          (d) Data_2_3_60                 (e) Data_2_3_70                (f) Data_2_4_110 
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Figure 1: Six synthetic 2-D data sets

     

        (a) Data_3_3_200                (b) Data_3_3_300                (c) Data_3_4_320 
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Figure 2: Three synthetic 3-D data sets
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For Data_3_3_300 and Data_3_4_320, we set the weight of SC index ωSC=0.5, the weights
of the other CVIs are all equal to 0.056. The changes of WSCVI values with equal weights and
with adjusted weights are shown in Figure 3.

As Figure 3 shows, the minimum values of WSCVI with adjusted weights are achieved at
c=3 for Data_3_3_300 and c=4 for Data_3_4_320. Therefore, the optimal cluster number
c∗= 3 for Data_3_3_300 and c∗= 4 of Data_3_4_320 are both found.

For iris data set, the optimal cluster number c∗= 2 considering the geometric structure is
found by WSCVI when all the weights are equal to 0.1. Now we consider an adjusted weights
case, in which the weight of PBMF index ωPBMF=0.7, and the weights of other indices are equal
to 0.025. The changes of WSCVI values with equal weights and adjusted weights on iris data
are shown in Figure 4 (a).

As shown in Figure 4 (a), the optimal cluster number c∗= 3 for iris can be found when one
CVI dominate other CVIs. Since six classes in glass data set are heavily overlapped, it is difficult
to find six clusters. The changes of WSCVI values with equal weights and adjusted weights for
glass data are shown in Figure 4 (b).

Table 1: Optimal cluster numbers preferred by each CVI
c∗ PC NPC PE NPE XB VK PBMF FS VT SC WSCVI

Butterfly 2 2 2 2 2 2 2 2 2 2 2 2
Example_01 3 3 3 3 2 3 3 2 3 3 3 3
Example_02 4 4 4 4 2 4 4 2 4 4 4 4
Data_2_3_60 3 3 3 3 3 3 3 2 7 3 3 3
Data_2_3_70 3 2 3 2 2 2 2 2 4 2 4 3
Data_2_4_110 4 2 4 2 2 2 2 2 4 2 10 4
Data_3_3_200 3 3 3 2 2 3 3 2 10 3 3 3
Data_3_3_300 3 2 2 2 2 2 2 2 15 2 3 2
Data_3_4_320 4 3 4 2 2 3 3 2 5 3 4 3
Bupa 2 2 2 2 2 2 2 3 4 2 2 2
Wdbc 2 2 2 2 2 2 2 5 4 2 2 2
Iris 3 2 2 2 2 2 2 3 5 2 2 2
Glass 6 2 2 2 2 2 2 6 6 2 5 2

 

       
(a) Data_3_3_300                             (b) Data_3_4_320 

Figure 3: Values of WSCVI 
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Figure 3: Values of WSCVI

From Figure 4 (b), the minimum value of WSCVI with adjusted weights achieved at c=4,
and its value is the second smallest when c=6. Also, there is a large increase when c is greater
than 6. Therefore, WSCVI index with adjusted weights offers the information that c∗=6 is a
good cluster number estimate for glass data set.
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                       (a) iris                                     (b) glass 
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Figure 4: Values of WSCVI

With equal weights for nine data sets and adjusted weights for four data sets of each CVI,
WSCVI finally find all the optimal cluster numbers for the above thirteen data sets.

5 Conclusion

We investigate ten well-known CVIs for fuzzy clustering and present an extensive comparison
of the ten single CVIs and the proposed WSCVI on nine synthetic data sets and four real-world
data sets. Experimental results demonstrate that most single fuzzy CVIs are effective in finding
optimal cluster numbers for data sets which are low-dimensional and well-separated. But some
CVIs fail to find the optimal cluster numbers for some high-dimensional or heavily overlapped
data sets. The experimental results indicate that, by properly setting the weights of each CVI,
the proposed WSCVI is more effective in finding the optimal cluster numbers than single CVI.
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