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Abstract

The urge to unveil the secrets of digital visual enhancement has always been a dream for
mankind. It has always been an expanding realm of research that has never failed to surprise
humanity. In this paper, we have proposed a modified Clustering technique in Fuzzy C-Means
named Narrow Fuzzy C-Means Clustering. This clustering method is implemented and fused with
U -Net Convolution. The proposed segmentation algorithm uses this unique technique which assists
in providing elevated and enhanced outcomes. The suggested approach helps to precisely segment
the area of interest from the provided input images. The novel proposal provides an accuracy
of 96.5% with a Dice Similarity Co-Efficient (DSC) of 0.94 which tends to determine the exact
segmentation of the area of interest with a low false positive rate.

Keywords: Brain Tumor, U -Net Convolution, Fuzzy C-Means Clustering, Anatomical Seg-
mentation, Magnetic Resonance Imaging.

1 Introduction
Tumor image segmentation is based on characteristics including texture, size, density, and so on

[1, 2, 3]. An MRI scan’s usual display format is black and white to make it easy to distinguish between
fluids and tissues. The brain’s anatomical structure can be understood, the ROI can be found, and
their abnormalities may be examined using MRI [4, 5, 6]. Although the origin of these tumors is
unknown, they are certain to cause more serious damage than CT and PET. Due to its superior
contrast, this is mostly utilized to diagnose problems in soft tissue organs. Finding the brain’s blood
vessels and understanding its anatomical structure are both aided by MRI [7, 8].

The major advantage of segmenting images [9, 10, 11, 12] is that instead of processing an entire
image, we consider only the features of interest in the image. This helps in improving accuracy and
thereby providing much better and clear results. Traditional techniques [13, 14, 15, 16, 17] were easy
and simple to understand but as the complexity in input images increases, the accuracy in results
drops down exorbitantly [18, 19, 20]. These latest methods use machine and deep learning techniques
to improve accuracy and precision to a greater extent [21, 22, 23, 24, 25]. These techniques have been
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proven to work more efficiently than traditional methods. The basic components when it comes to
segmenting an image are an encoder, a decoder, and a series of skip connections [26, 27, 28, 29, 30, 31].

The significant methods for image segmentation include threshold, region-based, edge-based, wa-
tershed, and cluster-based methods [32, 33]. Threshold-based methods can be further classified into
Otsu’s threshold and mean shift methods. The intensity value of the pixels concerning a threshold is
used in this method to group them. This classifies grayscale images into two based on their relationship
with the threshold value T (high intensity and low intensity), thus producing a binary image. The
three types of region-based approaches are region-growing region-split, and region-merged [34, 35]. In
this, the similarity is characterized based on features like intensity, color, etc. They contain pre-defined
rules that ought to be obeyed by every pixel in that particular region. It involves splitting regions
based on similar characteristics. This method is preferred over edge-based methods in case of a noisy
image. Edge-based segmentation methods are one of the most popularly used segmentation methods.
To utilize this method, the edges of the image need to be identified. This helps in facilitating analysis
and also in reducing the size of the pixel [36, 37]. There are quite a lot of methods that perform
edge-based segmentation that includes the canny method, gradient method, and Laplacian method.
Watershed segmentation methods are based on the extraction of foreground and background such
that to extract the exact boundaries of the image. It can be used in segmenting complex images in
both manual and automatic segmentation as simple thresholding is not sufficient for segmenting them.
The Marker-controlled watershed algorithm [13] helps in locating the boundaries of the overlapping
objects to enhance the precision of the watershed segmentation. The last yet most commonly used
segmentation technique is the clustering-based method. In other words, this can be called pixel-wise
segmentation because similar pixels are grouped into clusters. K-means and Fuzzy C-means clustering
are two examples of clustering techniques [38]. An unsupervised approach that is used to segment
the area of interest is K-means clustering. This can be done by clustering or partitioning similar
pixels or unlabeled data into clusters such that it becomes easy to accomplish segmentation of the
images provided. Fuzzy C-means clustering is a technique that is used for segmentation in which the
entire dataset of images is clustered into n clusters and each of these clusters is grouped based on the
similarity of pixels [39, 40]. The main distinction between these two clustering techniques is that, in
K-means clustering, the entire dataset is grouped into a single cluster, but in Fuzzy C-means, the
dataset is grouped into k clusters, with each cluster’s factor determining how strongly the data are
related to it [41, 42].

The goal of segmenting brain tumors is to detect and localize the active tumor tissues, necrotic
tissues, and edema [43]. There are certain tumors whose borders are fuzzy and are quite hard to
distinguish from healthy tissues. To overcome this, we consider more than one modalities such that
to provide a contrast that gives a unique feature to each type of tissue.

The following is the rest of this paper. The bibliological survey is displayed in Sec 2. The proposed
methodology is presented in Sec 3. Section 4 discusses and displays the results. Finally, Sec 5 displays
the main conclusions.

2 Related Works
Throughout the previous decades, the growth in the realm of processing medical images is tremen-

dous. The various findings and related works in medical image segmentation are being studied and
discussed.

Lingling Fang and Xin Wang [3] proposed a Multi-input U -Net model based on the aggregation
connection and the integrated block. The accuracy of the suggested model is 92%. It eradicates
the problem of vanishing gradients that are caused by the deepening of the network. It also solves
low-resolution problems which in turn can increase memory efficiency. The aggregation connection
combines deep and shallow information from the brain with formidable spatial and geometric rela-
tionships. Paturi Jyothsna et al [4] presented a more advanced version of a U -Net model based on
a neural network that is fully convolutional for segmenting tumors of the brain. When compared to
manual segmentation, they have proven to deliver better and more efficient segmentation. As they
use a Fully Convolutional Network (FCN), it guides the correspondence of input and output images
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at the level of pixels. The DSC of the proposed algorithm is said to be 0.79.
Jason Walsh et al [14] presented a lightweight U -Net architecture. The suggested model can be

trained without the need for extensive datasets. The proposed algorithm was implemented with the
help of TensorFlow. It is proven to have performed better when compared to the benchmark algorithms
that were considered for the comparative analysis. The accuracy of the suggested algorithm is found
to be 99.2%. Pallavi Asthana et al [16] attempted an algorithm for the semantic segmentation of
brain tumors which is based on the U -Net algorithm. For survival prediction of patients, they have
introduced a regression model. Regression model weights are based on the ubiquitous learning model.
The trained model yields a DSC of 0.91 and the regression model attains a precision of 64.2% on the
survival prediction of patients. The recommended method is found to be superior and gives robust
segmentation.

Numerous studies in recent years have highlighted trends and challenges in the precise segmentation
of tumors based on MRI images [29, 38, 42]. Many segmentation algorithms are based on an advanced
version of the U -net model [3, 4, 14, 16], fully automated Convolutional Neural Networks (CNN)
[11, 40], modified BU-net [30], Marker-controlled Watershed segmentation [13] and Z-Net [12].

3 Methodology

3.1 Introduction

In this article, a unique method by combining Fuzzy C-means and CNN is proposed to increase
the accuracy along with other parametric measures. This algorithm is used to detect the features and
region of interest (ROI) and helps in aiding clinicians in expert and precise results. The proposed work
uses the images from the pre-described labeled dataset for further study. The dataset contains MR
images of about 55 patients which includes both normal and abnormal patients. Figure 1 represents
the workflow of the proposed work. The diagrammatic representation helps in understanding how the
proposed algorithm works. This helps in understanding the algorithm’s overall efficiency.

3.2 Pre-Processing by Adaptive non-local median Filtering

To pre-process and restore the input image, we have introduced a new adaptive non-local median
filter (ANMF) which can be used as a non-linear digital filtering operation that aids in removing salt
and pepper noise. AMFs replace every pixel with the median pixel value within the neighborhood
that surrounds the pixel whereas, in ALMF each pixel is replaced with a weighted value of similar
pixels in the image. AMFs are considered over other filters because of their advantages. This includes
their robustness to impulsive noise than mean filters as they replace every pixel with the surrounding
neighborhood which makes them less sensitive to outliers. Next is their ability to preserve the edges of
the images. Next, the ability of this filter to restore images that have non-uniform noise distributions
makes this an ideal choice for filtering and restoring images. The last yet final characteristic of having
simple implementation and low computational cost makes it quite a catch in the process of restoring
and filtering images.

Though there are many advantages to considering AMFs, it is time-consuming as we need to
replace every pixel with its median pixel in its neighborhood. Thus, we have proposed an Adaptive
Non-Local Median Filter that helps by weight factor as the noise decision criteria instead of searching
every pixel in each window which in turn will reduce complexity and processing time. The weight
factor can be calculated with the help of the Manhattan distance. Let I(x, y) imply the input image
where (x, y) denotes the pixel coordinates. The median filter with a window size of N × N can be
defined as,

Ifiltered(x, y) = median(w(x, y, p, q) ∗ I(x + i, y + j)) (1)

where Ifiltered(x, y) - filtered output value at coordinates (x, y)
I(x + i, y + j) - intensity values of all pixels within the specified window centered at (x, y)
w(x, y, p, q) - similarity measure between reference patch centered at (x, y) and the patches at

location (p, q) within the search window Equation (1) represents the filtered output value using the
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Figure 1: Workflow of the proposed algorithm
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Adaptive Non-Local Median Filter whereas Eq (2) denotes the formula for calculating Manhattan
distance which is proven to be more effective. The ideal weight factor should be selected based on
specific noise characteristics. The ideal weight factor for denoising Gaussian noise and salt and pepper
noise has been selected as 0.3 and 0.8 respectively based on experimentation. The weights can be
calculated with the help of Manhattan Distance where the sum of absolute differences provides the
total distance between two points. It can be represented by,

d = |x2 − x1|+|y2 − y1| (2)

where x & y are the variables. After pre-processing, the images are enhanced with the help of Contrast
Limited Adaptive Histogram Equalization (CLAHE).

3.3 Segmentation by Narrow Fuzzy C-Means Clustering with U-Net Convolution

Once all these images are pre-processed and enhanced, the next step is to apply the segmentation
algorithm. In this article, we have presented a fusion technique that combines a clustering algorithm
with a segmentation algorithm. This algorithm aids in improving the accuracy and other parametric
measures to a notable level. The proposed fusion method combines Fuzzy C-Means (FCM) clustering
with U -Net, a neural network segmentation algorithm.

3.3.1 Narrow Fuzzy C-Means Clustering

FCM is an iterative clustering algorithm, which helps in segregating pixels based on their simi-
larities. Contrary to conventional approaches, FCM enables a pixel to belong to many clusters with
varying degrees of membership, making it possible to separate pixels that are spread across multiple
clusters. Contrary to conventional approaches, FCM enables a pixel to belong to many clusters with
varying degrees of membership, making it possible to separate pixels that are spread across multiple
clusters. This process of FCM helps in minimizing the cost function.

In our proposed work, we have introduced a novel method known as a Narrow FCM which helps
further narrow down the process of clustering. This method of clustering assists in reducing the time
required for clustering. Generally, in FCM we find objective and fuzzy membership functions along
with centroid calculation. But in the case of Narrow-FCM, we consider boundary regions along with
lower and higher approximation regions. This consideration of regions helps in reducing the complexity
and time consumption which are the disadvantages of the process of traditional clustering. This also
helps in dealing with incompleteness and uncertainty in each class that has been defined. In addition
to this fuzzy membership, functions deal efficiently with overlapping partitions.

Consider A(αi) as the pessimistic estimate of cluster i, Ā(αi) as the optimistic estimate of cluster
i, and B(αi) as the peripheral region of cluster i. The peripheral region of cluster i can be represented
by,

B(αi) = {Ā(αi)/A(αi)} (3)

Where αi - representation of cluster i.
The above-given Eq (3) denotes the formula for calculating the peripheral region of the given

cluster. Consider Xj as the elements present in each cluster. Some conditions need to be satisfied,
these include,

1. If Xj ∈ A(αi), then Xj /∈ B(αi)∀j

2. If Xj ∈ B(αk)∀k, where k ̸= i

where αi & αk are the representation of clusters k & i.
The conditions that are to be satisfied depend on the threshold value δ. It is characterized as

the average difference between the two highest membership functions taking into account all dataset
items. The threshold value can be represented as,

δ = 1
n

∑
(µij − µkj) (4)
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Where n - number of elements
µij & µkj - highest & second highest membership of an element Xj to the cluster αi & αk

Equation (4) symbolizes the mathematical representation of the threshold value. The higher the
value of the threshold, the better the clustering results. Because NFCM can divide the given dataset
into pessimistic estimates and boundary portions of the cluster, the value of δ has a major influence
on the overall efficiency of Narrow-FCM. For NFCM, we need to calculate the objective function and
centroid calculation. The objective function can be represented by

JNF =


(wl × P ) + (wb × Q), if A(βi) ̸∈ ∅, B(βi) ̸∈ ∅
P, if A(βi) ̸∈ ∅, B(βi) ∈ ∅
Q, if A(βi) ∈ ∅, B(βi) ̸∈ ∅

(5)

Where P =
c∑

i=1

∑
Xj∈A(βi)

∥Xj − Vi∥2

Q =
c∑

i=1

∑
Xj∈B(βi)

(µij)m1∥Xj − Vi∥2

wl - parameter of lower approximation
wb - parameter of a boundary region

The centroid calculation for NFCM can be given by,

Vi =


(wl × X) + (wb × Y ), if A(βi) ̸∈ ∅, B(βi) ̸∈ ∅
X, if A(βi) ̸∈ ∅, B(βi) ∈ ∅
Y, if A(βi) ∈ ∅, B(βi) ̸∈ ∅

(6)

Where, X = 1
|A(βi)|

∑
Xj∈A(βi)

Xj

Y = 1
ni

∑
Xj∈B(βi)

(µij)m1Xj

ni = ∑
Xj∈B(βi)(µij)m1

m1-fuzzifier (0 ≤ m1 < ∞)
The centroids of the clusters depend on these parameters

wl + wb = 1, 0 < wb < wl < 1 (7)

wb = (1 − wl) (8)

If wl = 1 & wb = 0, then the proposed FCM’s performance is somewhat diminished because the
corresponding cluster can’t handle the elements of the boundary region, and thus the centroid will be
stuck. Consider Xj as the lower approximation in a cluster αi, then wl is significantly larger when
compared to wb for the elements that belong in the boundary region of the cluster αi. Equations (5)
& (6) signify the objective function and centroid calculation for Narrow Fuzzy C-Means Clustering
whereas Eq (7) & (8) denote the conditions on which the centroids of the clusters depend. Once
clustering is performed using the proposed Narrow-FCM, the clustered label data is converted into a
binary mask which will be provided as input to the architectural U -Net model. The clustered data is
represented by a unique binary value which means the cluster is denoted by 1 and 0 for everything
else. The distinct binary mask is provided to the U -net structure as input.

3.3.2 U-Net convolution architecture

U -net architecture is a CNN architecture that helps in localizing and distinguishing the area of
abnormality. Both input and output images share the same pixel size. This is highly used in medical
images as it is highly necessary to not only distinguish the abnormality but also to localize the tumor
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region. This architecture is symmetric and includes two different paths. They are the contracting
path and the expansive path. The contracting path resembles the traditional convolutional neural
network architecture, whereas the expansive path resembles the transposed 2D convolutional layers.
The encoder or contracting path down-samples the input data and extracts the features at different
layers and then the decoder or expansive path up-samples the path and improves segmentation. In
this, we combine the previous layers such that to get a more precise prediction which will in turn
improve accuracy. In our proposed method, we use MRI data as input because it is one of the most
sensitive imaging modalities for understanding the human anatomy and vertebral column of each
individual. It functions by stimulating hydrogen protons present in the tissues of the human anatomy.
These tissues when stimulated produce an electromagnetic signal that is given to the MRI machine.
These images are sensed based on their intensity values and are then transformed into grayscale MRI
scans. In MRI, low and high-intensity signals are used to represent the brain’s anatomical structure
and appearance. Bones are generally low in intensity and are represented as the darkest regions of the
scan. These representations use black, white, and gray colors to understand and study the input MRI
images. Thus, radiological contrast helps in understanding the visual perception that differentiates
between the inspected anatomical structure and the tissue surrounding it. In our proposed method,
we have used N-FCM to provide a mask image that can be used as an input to the U -Net architecture.
The encoding path or up-sampling helps in understanding what is present in the image whereas the
decoding path or down-sampling helps in recovering where the exact information is present in the
image. Thus, the encoding and decoding paths together make up the entire architectural model.

The contracting path replicates the convolutional neural architecture of the network that sub-
samples the provided image. Two 3 × 3 unpadded convolutions and a rectified linear activation unit
(ReLU), which is applied after each down-sampling, make up this algorithm. After that, a 2 × 2 max-
pooling procedure follows. Each stage of the down-sampling procedure increases the number of feature
channels. Each stage in the expanded path includes a 2 × 2 up-convolution, reducing the number of
feature channels. Each ReLU is followed by two 3 × 3 convolutions, and it is concatenated with the
proportionately smaller feature maps from the encoding path. Each convolution causes a loss of pixels
that are present in the given image’s borders, necessitating the use of snipping. The 64-component
feature is then separated using a 1×1 convolution in the last layer. In this network architecture, there
are 23 layers in the convolutional layer. The U -Net convolution algorithm proceeds as follows:

1. Preprocessing the given image datasets.

2. This is the contracting path, where the size of the image gradually shrinks from 128 × 128 × 2 to
8 × 8 × 512 as the intensity of the image gradually increases with convolutions that are standard
and a max-pooling 2 × 2 unit in each level.

3. The contracting path consists of nine convolutions with a standard kernel size of 3 × 3 and
‘ReLU’ is the activation function which is proceeded by a max pooling layer with a pool size of
2 × 2

Figure 2: Contracting Path

4. Then, comes the expansive path that includes transposed convolutions accompanied by standard
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convolutions which progressively augment the image size while contracting the intensity or depth
of the image from 8 × 8 × 512 to 128 × 128 × 2.

5. The expansive path consists of standard convolutions with a kernel size of 3 × 3. Up-sampling
is performed with a standard kernel size of 2 × 2 and an activation function of ReLU. Figure 2
showcases the flow of the contracting path in U -net Convolution.

Figure 3:

6. The encoder-decoder are connected with the help of skip-connections and are then concatenated
with the layers in the decoder. Thus, the U -net effectuates an image in the expansive path using
the fine-grained details that have been extracted from the contracting path. Figure 3 depicts
the flow of the expansive path in U -net Convolution.

In the final layer, the activation function used is ‘Softmax’. Figure 4 below denotes the proposed
U -Net convolution architecture. The proposed architecture is a U -net architecture that is fused with
Narrow Fuzzy C-Means Clustering Algorithm. This helps in segmenting the ROI precisely.

Figure 4: Proposed U -Net Architecture

The u-net architecture uses a network that is fully convolutional for semantic segmentation. The
major purpose of using semantic segmentation is to assign a class to every pixel that will symbolize
something in the given input image. This type of assigning classes to pixels is referred to as dense
prediction since we predict each pixel in the input image such that to improve the parametric features.

3.4 Evaluation Metrics

The parameters that have been used for evaluating the proposed algorithm include Precision,
Accuracy, Sensitivity, Specificity, and Dice Coefficient. Each of these parameters is represented with
the assistance of the below-given mathematical expression,
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Accuracy = (TP + TN)
(TP + FP + FN + TN) (9)

Precision = (TP )
(TP + FP ) (10)

Specificity = (TN)
(TN + FP ) (11)

Sensitivity = (TP )
(TP + FN) (12)

Dice Co-efficient = 2 ∗ TP

FN + FP + (2 ∗ TP ) (13)

Equations (9) - (13) denote the formulae that are used for evaluating parametric measures like
accuracy, precision, specificity, sensitivity, and dice co-efficient respectively. Accuracy is the relation
between the measured and target value which is crucial for making choices in diagnosis whereas pre-
cision refers to the level of consistency when the same algorithm is repeated under similar conditions.
Precision serves as a benchmark for evaluating and maintaining the quality of an algorithm. Speci-
ficity refers to the processes of identifying the non-target regions accurately whereas sensitivity refers
to the processes of identifying the target or true positive instances accurately. When compared to
existing algorithms, the suggested method that combines u-net architecture and fuzzy-based C-means
yields significantly better results. In clinical applications, higher parametric measures indicate better
segmentation that indicates more reliable and relevant results.

4 Results and Discussions
The proposed algorithm includes segmentation and clustering with image acquisition, image pre-

processing, and image enhancement. Image acquisition includes the conversion of an RGB image into
a gray-scale image which is done by calculating the intensity and size of the image. This is depicted
in Fig 5(a).

The pre-processing techniques consist of an Adaptive Non-Local Median Filter which assists in
removing salt and pepper noise which is one of the major issues when it comes to denoising in MR
images. The image that is filtered using ANMF is depicted in Fig 5(b). This technique is quite
innovative since it can be used for both salt and pepper noise as well as Gaussian noise. The noise
content in the image is showcased in Fig 5(c). The above-mentioned technique for noise removal is
unique since it uses the weight factor as the noise decision criteria, thus reducing the complexity and
time consumption.

Image enhancement is a necessary procedure since removing noise from the images could result
in some loss of the necessary image. In this paper, we have used CLAHE. It helps in improving the
contrast of the provided image. Image enhancement using CLAHE is portrayed in Fig 5(d). The
below-given figure denotes the stages of processing an input image before obtaining the segmented
result. Figure 5(a) shows the input image, whereas Fig 5(b-f) denotes image filtering using ANMF,
noise content in the filtered image, image enhancement using CLAHE, image clustering using Narrow-
FCM, and Segmented output image respectively. This helps in providing a much better insight into
understanding what happens in each stage of the algorithm.

In this paper, we have considered grade II and III tumors. These grade II tumors are referred to
as low-grade tumors (LGG) whereas grade III are known as high-grade tumors (HGG). Grade II can
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Figure 5: (a) Input Image, (b) Image Filtering using Adaptive Non-Local Median Filter, (c) Noise
Content in the Filtered Image, (d) Image Enhancement using CLAHE, (e) Image Clustering using
Narrow FCM and (f) Segmented Output Image
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Table 1: Comparison of parametric measures
Methods Accuracy Precision Specificity Sensitivity Dice Similarity

(%) (%) (%) (%) Co-efficient (DSC)
U -Net Convolution with
Narrow Fuzzy C-Means
Clustering

96.5 92.8 86.34 90.2 0.94

Z-Net (Mohammad Ashraf
Ottom et al, 2022) [12]

95.7 94.92 87.45 96.32 0.91

GoogLeNet (Sunita M
Kulkarni, 2020) [31]

93.89 93.75 89.23 97.12 0.92

Multi-Input U -net Model
(Lingling Fang & Xin
Wang, 2020) [3]

92 90.24 89.2 97 0.83

Fuzzy C-Means and Ge-
netic Algorithm (Nitesh
Bhaskarrao Bahadure et
al, 2018) [38]

92.03 91.62 91.42 92.36 0.93

Convolutional Neural Net-
works (Sergio Pereira et al,
2016) [41]

94.63 93.34 92.89 91.6 0.88

eventually develop into their higher-grade versions. Grade III tumors are more assertive and invasive.
HGG tends to be aggressive and is hard to remove by surgical means since it evades the nearby tissue
region surrounding the tumor region.

The proposed algorithm cannot be implemented directly on RGB images since they are hard to
work on. To avoid this, we convert them to gray-scale images, which will help to easily segment
MR images. This algorithm facilitates analysis and quickly delivers an accurate conclusion. The
suggested algorithm combines narrow Fuzzy C-Means Clustering, an innovative technique, and a U -
Net algorithm.

Clustering pixels with similar features are grouped, so that it becomes easy for us to differentiate
ROI from the robust region of the brain. The image that is clustered based on Narrow FCM Clustering
is exhibited in Fig 5(e).

The suggested method’s accuracy is rather high due to its ability to separate the tumor region
from the input images. It aids in providing an output that is true to the ground truth. The segmented
output using the proposed method is depicted in Fig 5(f). Higher accuracy is crucial for making a
correct diagnosis based on imaging. We know that accuracy serves as a benchmark for measuring the
effectiveness of the image processing algorithm. Hence, an accuracy of 96.5% shows that the proposed
algorithm is effective for segmenting tumor regions from the given set of input images.

The figure above denotes the proposed algorithm’s comparative analysis with various techniques.
Figure 6(a) shows the analysis of the Accuracy compared with other methods whereas Fig 6(b-e)
shows the analysis of other parametric measures such as Precision, Specificity, Sensitivity, and Dice
Similarity Co-Efficient respectively. The pictographic representation of the comparative analysis helps
in a clear understanding of the importance of the proposed algorithm.

The accuracy and specificity values tend to perform better when compared to other techniques.
This study helps understand the relationship between the parametric measures that have been con-
sidered. The relationship between accuracy and precision is that accuracy focuses on the faithfulness
of the segmented output to the anatomical image whereas precision focuses on the consistency of
observations by using the proposed algorithm.

Algorithms with higher accuracy make them more suitable for critical applications whereas the
ones with higher precision make them more reliable for specific applications. Table 1 showcases the
comparative analysis of parametric measures with the proposed algorithm. Precision directly affects
the accuracy of an algorithm. Specificity refers to the algorithm’s capability to correctly classify
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Figure 6: Comparative Analysis of (a) Accuracy, (b) Precision, (c) Specificity, (d) Sensitivity, and, (e)
DSC
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regions the non-target regions in an image whereas sensitivity refers to the capability of an algorithm
to correctly classify the target regions in the given image. Algorithms with higher specificity make
them more reliable and indicate their ability to detect non-target regions whereas the ones with higher
specificity make them more suitable and show their ability to identify target regions correctly.

The primary goal of employing parametric measurements like sensitivity and specificity is to elimi-
nate false positives and negatives, which directly impact the proposed algorithm’s overall performance.
The spatial gap between ground truth and segmented output in the image segmentation stream is re-
ferred to as DSC. A complete overlap between the target image and the segmented output tends to
indicate that the segmented output is the same as that of the ground truth.

The proposed algorithm provides an accuracy of 96.5% which is higher as the ability to focus on
the faithfulness of the segmented output to the anatomical image is greater when compared to similar
techniques. The precision of the proposed method is said to be about 92.8%. We know that precision
concentrates on the consistency of the proposed algorithm in producing observations. In our proposed
algorithm, the consistency of observations was not up to the mark and requires improvement. Other
parameters like specificity and sensitivity are taken into consideration. The process of identifying false
positives and false negatives plays an important role since they directly affect accuracy and precision.

The proposed method of fusing FCM clustering with the U-net algorithm provides better and
enhanced outcomes with an accuracy of about 96.5%, a precision of 92.8%, a specificity of 86.34%,
a sensitivity of 90.2% and a disc similarity co-efficient of 0.94 respectively. The u-net convolution is
generally performed to segment images fast and precisely. But, performing this convolution for large
datasets can cause havoc since it consumes a huge amount of time. So to avoid this, we have proposed
an algorithm that will help reduce the processing time and provide precise results.

5 Conclusion and Future Work
Segmentation is performed on images to obtain an output with a desired level of detail in the

segmented output. The area of research has a propitious future since there is always space for im-
provement in the parametric measures such as precision, accuracy, specificity, and sensitivity. The
Proposed Method uses U -Net Convolution fused with Narrow-FCM Clustering which is proven to be
much more efficient and effective when compared to authentic and original segmentation by using
Clustering methodology. The specifications that are considered show a drastic and exponential in-
crease, thus providing a much superior image quality of the segmented output. The accuracy of U -Net
Convolution fused with the Narrow-FCM Clustering Algorithm is said to be 96.5% and the Dice Sim-
ilarity Co-Efficient (DSC) is about 0.94, thus proving that the segmented output is much better in
clarity. The segmented output provides better clarity and faithfulness to the ground truth making it
trustable. Thus, we have proved that the above-described algorithm provided a much more efficient
result when compared to other segmentation techniques. Even though our suggested approach is more
accurate than the prior methods, several parametric measures still need to be improved. Parametric
measures like precision and sensitivity need to be given extra attention as identifying false negatives
and positives is more crucial when segmenting brain tumors. Since these parameters determine the
final decision before opting for tumor removal through surgery. Hence, improvement needs to be done
in certain parametric measures such as precision and sensitivity.
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